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REDUCED-ORDER OBSERVERS FOR DESCRIPTOR
SYSTEMS*

Summary. In this paper, a reduced-order observer for  descriptor system is
considered. The given system is decomposed into slow and fast subsystem, and then
observers are desingned for each subsystem. The singular value decomposition and the
generalized inverses of matrices will be used to design the observers. Illustrative
numerical examples are also given.

OBSERWATORY ZREDUKOWANEGO RZEDU DLA UKLADOW
SINGULARNYCH

Streszczenie. W pracy rozpatrzono obserwatory zredukowanego rzedu dla ukifadéw
singulamych. Dany uktad dekomponowany jest na dwa poduktady, "wolny" i "'szybki", a
nastepnie dla kazdego z nich projektowany jest oddzielny obserwator.

Przy projektowaniu obserwatoréw wykorzystuje sie uogélnione macierze odwrotne
oraz dekompozycje macierzy z wykorzystaniem wartosci singulamych. Podano réwniez
ilustracyjne przyktady numeryczne.

HAEJ1IOMTEJIM PEJiYUMPOEAHHOK CTEIHEHM flJIfl CMHrYJI-
JIPHbIX CMCTEM

Pe3iOMe. B paBore paccMaipnaailOTCH naSmonaTejin penyimpoBaHHOLt creneHH gna
CHHrynapHbix chetem EanHaa CHCTelVl pa36nBae TOi Ma2 oTgejibHbie nottCHcreMbi:™

= This research has been supported by Komitet Badan Naukowych under Grant 7 1082 91 1 "Optimal
control o fmultidimensional discrete systems™.
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"Méaneireyio” h "Ghicrpyio". fljia Kaacnott H3 hhx o'rae.'ibuo npoeicrapyeTCfl
HaSjiioaaTeab. Bo BpeMH npoeierapoBaHHa Henonb3yiOTCH oGoGmCEiHbie oGparabie
MaTpHebi h pasGneime MaTpmi ¢ Hcenoab30BaHHeM CHHryjwpiibix 3ne>ieHHR. fianu
HamocTpaTHBHbie iHCJiemibie npulMepbi.

1 INTRODUCTION

Consider the continuous-time descriptor system described by

Ex=Ax+Bu (la)
y =Cx (Ib)
where XERn is the descriptor vector, uGRP is the input vector, and yGRm is the
output vector. The matrices AB and C are respectively dimensional and E is square
and singular matrix.
Throughout we will assume that:
(@) System (1) is regular, i.e. det (SE-A) * 0.
(b) System (1) is generalized observable, which means

'sE - A"
rank /M (2a)

for all finite values of s, and

rank =n (2b)

Descriptor (singular or generalized state space) systems have recently received
considerable effort [see, e.g., 5, 6, 7, 9, 10, 14],

The observer design problem for system (1) has been studied by using several
approaches [see, e.g. 3, 4, 11, 12, 13],

In this paper a simple method to design reduced-order observers for slow and fast
subsystems of the given continuous descriptor system is considered. The suggested
procedure does not presuppose the observer structure and is based on the singular
value decomposition (SVD) and the generalized inverses of matrices.

2. OBSERVER CONSTRUCTION

Under the assumption of regularity, there exist two nonsingular matrices Y and T,
such that system (1) is restricted system equivalent (rse) to [2]

Xi =AjXj +1711 (3
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Yi=C1x1 (3b)
Nx2=x2+B2u (4a)
Y2 =22x2 (4b)
y=yi +Y2

X1

where XGRn”, XGRn?, nj =deg |SE-A|,nj+n2=n, x=T
X2

B
YET = diag {Inl> N}; YAT = diagiA™ I"}; YB = ] and CT= [CL; C2],
Lb2J

2.1. Slow Subsystem Observer

Using the generalized matrix inverses [1], the general solution of (3b) is given by

*i-Cfyi+(l,i-CfC,)f )

with consistency condition

(U-CjCflyi-O (6)

where C® is an njxm generalized inverse of Cj and f is an n”xl vector whose

elements are arbitrary functions of time. It should be noted that if Cq has a full row
rank, then condition (6) is always satisfied. Let us take the SVD [8] od Cq which is

cizu %% % VT then cf=v 201 o
0 0

0 0

where 2d  a d x d nonsingular matrix, d = rankCq, and U and V are square
orthogonal matrices of order m and nj respectively. Letting V = [V], V2], where V2
isan n® x (n" - d) full column rank matrix, then (5) becomes

x1=Cfyi+V2h ™



234 A-M. Mohamed

where h= f isan (n” - d) vector. Substituting (7) into (3a), yields

V2h- A A h +AjCfyj +BIU- Cfyj ©

So the generalized matrix inverses can be used to uniquely solve (8), since Vj has full
column rank, and then by using the solution with its consistency condition, an
observer may be constructed. However, in order to work with matrices of smaller
dimensions which reduce and simplify the computational effort, the following
manipulation is applied.

Since V2 has fiill column rank, there exists an nj x n2 nonsingular matrix M such

IMiII
that MV2 = , where Mj. is an (nj - d) x (nj - d) nonsingular matrix
0

Premultiplying (8) by M, yields

Mip_ An oy, PIL L Bno DI

| ©
0. a2 p2” T B DR

where Ajj, B~, Djq and Pjj have (nj - d) rows and (nj - d), p, (nj - d) and m
columns, respectively. Let us denote

WAMGQgh +Dnyi (10)

Then (9) can be splitted into the follwing two equations

Wi = +(Pn-AnM~2Dnjy! +Bnu (11)

=(al2M*“IDU-P12)yi -Bi2u+D12yi (12)

Equations (11) and (12) can ben interpreted as a dynamical system, where wj is the

state vector, YU s the input vector and the right hand side of (12) is the output
u

vectore.
An observer of order (n* - d) can be initially constructed for system (11) and (12)
as follows
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W! =(a 11IM 11 +
+(Pn-AuM“M 1T +KIALM jIDN-KiPAJyi +  (13)
+ (Bu -K 1B12)u + K1D 12yi

where Kj is a (nj - d) x d arbitrary matrix which must be chosen such that the matrix

(AnMjl-K jA"2M ) has arbitrarily specified eigenvalues. Clearly, this can be

done if and only if the pair od matrices (ai2M ~, Ah M ") is observable [15],
Theorem 1: If system (1) satisfies observability condition (2a), then
(AnMj1l/AipMj 1) is observable pair of matrices.

Proof: Using suitable matrix operation non (2a), yields

sini - Ay 0
Y O sE-A
n=m+n2 =rank [T] = rank 0 sN - In2
O Im C
Cl C2
'Ini 0 0 .
I s™nl ™1 C vV 0
rank 0 I o 0 SN -1n2
o o ut JH O'\yr (2 0 In2
o O
(sI"-AOV 0
=rank 0 SN - In2
Ed
0 0]

Notcing the fact that (sSN-In2) is invertible for any finite s,
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N ADYi -
ank (sinl-Al)V = nj = rank (sInl-Ai)Yi (sInl-A 1)V2

[2d Q] J 2d 0
Consequently,

. . _ sMj - An
rank(slni -A j) V2 =nj -d =rank[M](sIni - A j)v2 =rank
-A 12

Then is observable pair of matrices.

Returning to (13), the derivative of yj, can be eliminated by defining another new
variable as follows

z2=wx-KqgD"y! (14)
and then the final form of (13) may be written as
(i =FizZj + Gjyi +Sju (15)
where

Fi-A,M-1-KiA12M-'

Gj=Ph - Ai]Mj'd™ KjPi2+KiA12Mj ‘k ,D12-KM"A M j
Sj=Bn -K]B12

Also, the estimated state xg can be obtained by using (7), (10), and (14) as follows
XIAM /zi+Rm (16)

where Rx=(Cf-~M ~Dn +V2M jlK 1D 12)

This completes the observer construction for the slow subsystem.
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2.2. Fast Subsystem Observer

Here, theabove procedure will be repeated with some differences todesing the
observer. Using again, the generalized matrix inverses,the. general solution of (4b) is
given by

x2=Cfy2(In2-CfC2)Y (17)

with consistency condition

(Im-C2Cf)y2=0 (18)

where ¢ | is an n2 x m generalized inverse of C2 and y is an n2 x | arbitrary vector.
Let us take the SVD of C2 which is

where 1= rank C2. Letting Q = [Qj], Q2] where Q2 is an n2 x (n2-I) full column rank
matrix, then (17) becomes

x2=Cfy2+Q2a (19
where a = Ty is an (n2 - I)xI vector. Substituting of (19) into (4a), yields

NQ2a=Q2a+C|y2+B2u-NC®y2 (20)

Equation (20) can be uniquely solved for a if and only if the matrix NQ2 has full
column rank.

Theorem 2: If system (1) satisfies condition (2b), then the matrix NQ2 has full
column rank equal to (n2 -1).
Proof. Using suitable matrix operations on (2b), we get
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. 'E’ "y O''E'
n=ni +n2 = rank =rank m:
C 0 0

| 0 0\ | o' .
=rank 0 n2 o 0 N =ni+rankCE

ci o m .G c2

Then, n2 = rank

Cc2
N .
=rank \ ° Si o [Q] =rank NQI NQ2
O PT 0 o 21 o

Obviously, rank NQ2 = n2 -1, which completes the proof.

Since NQ2 has full column rank matrix, then there exists a nonsingular n2xn2
matrix H such that HNQ2 = ~0Hf where Hi is an (n2 - 1) x (n2 - 1) nonsingular

matrix. Premultiplying (20) by H and letting HQ2 : azl , HB2 « b21

a 22 b 22

He? = P21 and HNC3 = P2 where A2i, B2i, D2i and P2i have (n2 - )

.P22. d22_
rows and appropriate number of colums, then the following observer can be obtained
after direct substitutions

42 =7272 +G2Y2 +S2U (21)

where

F2-a2iH-1- k2a22h -1

g2-p2l-a2lHjld2l- k2p22 +k 2a 22h - 1d 2i +

+ A21Hj'IK2D 22 - k 2a 22h - ‘k 2d 22
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s2=b2i-k2b22

Here K2 is an (n2 - 1) xI arbitrary matrix and can be selected such that the matrix F2
has arbitrarily specified eigenvalues. Clearly, this can be done if and only if

,A21H”" ) is observable pair of matrices. This can be easily proved.

Also the estimated vector £2 can be found as
X2=Q2H *“122 +R2y?2 (22)

whereR2 -(Cf -Q2H -1D21+ QzH-'KjDjj)

This completes the observer construction for the fast subsystem.

3. ILLUSTRATIVE EXAMPLES

Example 1
Consider the follwing descriptor system [11]

-1 1 © o'
0 0 1
xl= -1 0 0 Xi+ -1 1 u; Yl= X1
- 0o 0 1
o 1 ~) o o
i i



240 A.-M. Mohamed
and
0=x2 [1 O]u; y2 )

ul

Lu2j
Thus, in this system observer only for slow subsystem is necessary. Its output equation
can take the following form

Letting, u = , X2 =-uj, andyi =y -y2 are known.

yl1l=1[° 0 i]x!

withy! = [yn y12]T andyn =yl12.
The direct calculation gives

‘o r

. o A -1 f
-1 0:Mj=12; An = , Al2=[-1 0]; B,, =
1 -1 I
0 0 '
_ fol . fol
Bi2=[0 0]; Du= o : Di2=1; Pn=- o iPi2 =-i-
—.|_\ H =
Assuming that the required observer eigenvalues are -3 and -4, then
-6 -l "
Fi =
.6 _1. HEH
The other observer parameters are as folows
25 °
-1 1 .
Gi = S - R=-6
-36 1 0
1
Example 2
Consider the following descriptor system [5]
1 -1 0O ‘2 -2 O ' f

1 -1 1 x=2 -1 0 x+ 0 uy=[2-11x
11 0 2 2 1 2
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The slow and fast subsystems are as follows [5]

x1=2x1+u ; y!=2x!
and

"o f 1 0 - f

*2 = : = i
oo 01x2+3u,y2D|]x2

Clearly, the observer of order one is necessary only for fast subsystem. Then by direct

calculation, we get 02 = C7MY . Hx= 0.7071; A21 = -0.7071; A22 = 0.7071 :

B21=-1; b22 =3>d 21 =°-51 D22 = 05 1P21 = °>5 1pP22 = °-
Letting that the observer eigenvalue is -3, the observer para,eters are as follows

0
1

K2=2;, G2=1; S2=-7; R2=

4. CONCLUSIONS

A straightforward method to design reduced-order observers for slow and fast
subsystems of the descriptor system is presented. The method is based on the singular
value decomposition and the generalized inverses of matrices and does not presuppose
the observer structure. It should be noted that, from theoretical point of view, under
this decomposition, it is easily to desing reduced-order observers for the slow and fast
subsystems and the sum of the observer order[(nj - d) + (n2 - 1)] may be lower than
that of one observer (n-rank C) [11]. However, from practical point of view, as in
example 2, the calculation of the slow and fast subsystem outputs, yj and y2
independently in terms of y, is sometimes very difficult. This problem may be
overcommed by assuming a relation between y, yj and y2. This point need more
investigation.
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