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H A R M O N O G R A M O W A N IE  P R A C Y  K O M Ó R K I P R O D U K C Y JN E J Z 
K R Y TER IU M  D O K Ł A D N O ŚC I D O ST A R C Z A N IA

S treszczen ie . W pracy rozważono problem dostarczania dokładnie na czas 
różnych elementów produkowanych przez komórkę produkcyjną., wyposażoną w 
pewną liczbę niejednorodnych, równoległych maszyn. Problem jest modelowany 
i rozwiązywany przy wykorzystaniu pewnych szczególnych własności oraz stan
dardowych pojęć z klasycznej teorii szeregowania. Podejście zaproponowane i 
rozwijane w pracy może być stosowane do rozwiązywania bardziej złożonych prob
lemów tego typu. Podejście to  odwołuje się do klasycznych problemów szeregowa
nia własności grafowych, tzw. własności blokowych oraz algorytmów lokalnych 
poszukiwań. Szczególną uwagę zwrócono na te własności teoretyczne, które są 
najbardziej użyteczne dla metody Poszukiwań z Pamięcią Adaptacyjną.

SINGLE-CELL SC H E D U L IN G  W IT H  A  D ELIV ER Y  P E R F O R M A N C E

S u m m ary . In this paper we discuss a problem of perfect supply of various items 
produced by a manufacturing cell having a number of unrelated parallel machines. 
The problem is modelled and solved applying some special properties and a lot 
of conventional notions from the classic scheduling theory. The proposed and 
developed approach can be applied to solve more complex problems of this type. 
The base of this approach refers to classic scheduling problems, graph properties 
(including generalisation of so called block properties) and local search algorithms. 
A significant attention has been paid to these theoretical properties which are the 
most useful for the Adaptive Memory Search (AMS) algorithm.

1. Introduction

The Just-in-time (JIT) strategy of manufacturing assumes tha t each items are pro

duced exactly on time and only in the quantities needed. (The role of JIT  systems in 

modern manufacturing systems are also discussed in [6].) Among many characteristic el

ements of JIT  systems, the performance (regularity) of the supply of items by the system 

output plays a significant role.

In this paper we discuss a problem of delivery of items which can be modelled and 

solved using conventional notions of scheduling problems such as ready times, due dates,
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delivery times, etc. Although the problem is inspired by JIT  systems, it can be also 

applied in conventional manufacturing systems. The proposed approach can be extended 

to solve more complex problems of this type. The approach refers to graph properties and 

local search algorithms, especially to the Adaptive Memory Search (AMS). It has been 

verified th a t AMS provides reasonably good solution in a reasonably short time, [7, 4, 5].

2. T h e problem

Consider a production cell having m  machines, and let M  =  { 1 ,...  ,m } be the set of 

these machines. The set of n  parts Af  = { 1 ,2 ,... ,n} has to be processed by this cell. 

Each part j  €  J f  requires a single machine for processing, needs the time Pij > 0 while 

is processed on machine i  €  M  and has a delivery interval \b j ,C j \  within which this part 

has to be completed in the ideal case. Because of co-operation with preceding stages, 

each part has a date aj at which it becomes available for processing. Naturally, it is 

assumed tha t a,- <  bj < C j , j  € Af  (this assumption is not restrictive and can be released 

without any problems). Each part can be performed on any machine from M .  Once 

started, a part cannot be interrupted. Each machine can execute at most one part a t a 

time, each part can be processed on at most one machine a t a time. A f e a s ib l e  s c h e d u le  

is defined by a couple of vectors (S ,T ), S =  (S i , . . . ,  Sn), T  =  ( i i , . . .  , t n), such tha t the 

above constraints are satisfied, where part j  is started on machine tj € M  a t time Sj.  

The formulated model is a nontrivial generalisation of the single-cell work-loading and 

scheduling model from [6], obtained by incorporation part ready times aj.

The deviation from on time part supply can be measured in several ways, see for 

example the survey [1]. Since generally problems with on-time supply belong to the quite 

troublesome class of scheduling problems with so called ” non-regular” goal function, the 

chosen measure has a significant influence on the applied solution method. In this paper we 

propose a  new measure which allow us to solve the problem by applying some conventional 

models from the classic scheduling theory. For this purpose we use the maximum deviation 

the from the delivery interval, namely

max[6; -  Cu  C2 -  Cj}+ (1)

where [ i i ,x 2, . . .]+ =  max{0, x l t x 2, ...} . We wish to find the schedule tha t minimises (1).

To determine machines workload, set N  has to be partitioned into m  subsets A/i C M,
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each of which is associated with suitable machine i G Ad, and let n, =  |A/i|, i G Ad. The

processing order of parts from A/, is prescribed "by a perm utation 7rt =  (-7̂ ( 1) , . . . ,  7Ti(nj)) G

~P[Ni), where 7q ( j ) denotes the element of A/j which is in position j  in irit and V(N i)  is the 

set of all perm utations on the set A/i- The overall processing order is defined by m-tuple 

7r =  (tti, . . . ,  7rm). All such processing orders create the set

n  =  {tt : (ffj G P(A/i), i G Ad), ((A/i, i  G Ad) is a partition of A/")}. (2)

Each 7r generates a feasible schedule (S, T) in the following manner: set =  i, 

j  =  1, . . .  ,nj,  i  G Ad, and find starting times S  =  ( S i , . . . ,  Sn) by solving the problem

L(7r) =  min max (6,- -  C,-, C,- -  c,l+ (3)
SeS(rr) jeN  w

with the set S(ir) introduced by constraints

^  STi(3i-i), S — 1, . . .  ,71, 1, i G Ad. (4)

Of < S j ,  j  G AA, (5)

— *̂ ?Ti(3) d" Pi,jr,(a)i S =  1, . . . , 7lj, i  G Ad, (6)

Now, we can rephrase originally stated problem as tha t of finding 7r G II th a t minimises (3)

under constraints (4)-(6). The problem (3) -  (6) can be decomposed into m  independent 

single-machine sub-problems

where

l (k ) =  max L{TTj) (7)

¿(TTi) =  min max [b, -  C}, C) -  Cj}+ (8)
o€*S(7Tj) j€/Vi

and S (7Ti) is given by (4)-(6) for fixed i G Ad.

Observe, the decomposition of the problem stated can be performed on several levels. 

On the upper level, we would like to find the optimal processing order 7r G II which 

minimises L(n). On the lower level, for each fixed 7r we need to  find the value of L(n) 

by solving the problem (3)-(6). Note, this solution generates the schedule (5 ,T). Due 

to (7) the la tter problem (lower level) can be decomposed still further into subproblems 

associated with individual machines. In the sequel we provide some special properties 

suitable for constructing a solution algorithm.

P ro p e rty  1 . For any 7r,-, i G Ad we have

L{*i) >  ¿[Cmaxto) -  K}+ (9)
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where K  =  maxj0 v  Cj and Cmax{ni) is the makespan value for the permutation 7r, in 

the the problem of scheduling jobs from the set A/j on a single machine with job heads 

(ready times) ry  =  bj — py, tails (delivery times) qj = K  — Cj to minimise the makespan 

maX jzu iC j + q j ) .

P ro o f. We refer to the well-known formulae providing the makespan value for the single

machine problem with heads and tails and the makespan criterion, see e.g. [3], which takes 

in our case the following form

(
Cmax(Tri) =  ,(r «»i(fc) *b 53  Pt7r,-(Ti) +  ^¡(i))' (10)

 ----- * u = k

Observe tha t for every pair 1 < k  < I < nj and every S  6  S(n),  we have

max [bj — Cj, Cj — Cj]+ =  ^max^ (6*^) — Cni( C ^ y  — cWi(s)]+ 

>  max{[bMk) -  Cni(fc)]+, [C,i(() -  c*i(1)]+} >  - [ 6„i(fc) -  CMk) +  C*i(0 -  c*i(()]+

1 ( 1 1
=  ^  lPt3r»(fc) +  5 3  P*TTi(s) ■+* AC CTTi(/) AC]+ >  r [ r iir|(A:) +  3  Piltilu) +9lTiffl ~  K ] + ■ (1 1 )

^  s=fc Z u=fc

Taking the maximum of right-hand sides of (11), applying (10) and some obvious depen

dencies we obtain

1 1Li*i) > 1<maxn r[rMfc) + E  P-.H + <K(0 ~ K)+
— ' u —k

1 1 1 
~  2 ^i<w<n E p - . M  “*■ 9*<(o) ~  ^"1+ =  — -^1+ ( ^ )

— 1 u —k

which completes the proof of this property.

P ro p e r ty  2 . For any 7Tj, i 6  M. we have

L {n )  >  [Lm«(7ri)]+ (13)

where Lmax(^i) is the lateness value for the permutation 7T; in the the problem of scheduling

jobs from the set A/) on a single machine with job heads (ready times) cy, due dates Cj to

minimise the maximum lateness maXjgjv^Cj — Cj).

P ro o f. Extending the formulae from [3] to the considered case we obtain the expression 

on the maximal lateness in the following form

i
L m3X[TTi) =  i<maxn (a „ ,l ) +  3  Pm.ts) -  ^¡(i))- (14)
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Next, from (4) and (6 ), for any 1 <  k < I <  n; we have

'  i
Cttj(!) ^ ^TYi(k) + 52 P iir j(u )-  (15)

u = k

Applying this fact and the condition (5) we can write for any S  € <S(7r) the following 

sequence of inequalities

jgAT — C j , C j  — Cj] =  [ ^ ¡ ( j )  — C ’lrifs), — C7r;(s)] +

i i
— [̂ ¡(1) ~ CTT,(!)] [5Xi(fc) + Pi7Tj(u) ~ Cin(i)]+ ^ [airi(fc) + 52P”n(u) _ CITi(i)]+ (16)

ti —k u = k

Taking the maximum of right-hand sides of (16), applying (14) and some obvious depen

dencies we obtain

i
L{*i) > 1<n«UCB.(a,tW +  5 2  PlnM ~  ^ ( i) ]+ =  [¿■max(7Ti)]+ (17)

“  ' u = k

which completes the proof of the property.

These two properties imply the following one (the proof is clear).

P ro p e r ty  3. For any 7r 6  II we have

L(n) > [ i (C m„(jr) -  K), L max(n)}+ ^  L B ( tt) > 0 (18)

where

Cmax(^) =  C'max^i)» -^maxi7̂ ) =  •i'maxi^t)* (19)ttAa 16 Aa

The subsequent property shows that the obtained bound L B ( tt) is tight.

P ro p e r ty  4. For any ir £ II there exist S  € S(tt)  such tha t

L(tt) <  L B ( tt) (20)

P roof. We propose the method of constructing such schedule and next we show th a t it 

has the required property. The schedule is given by the recursive formulae

T̂Ti(s) ~  max(flWi(jJ, “hPtn-^j—1), ^¡(s) Pt7r,(s) Tf?(7r)}, s  =  l , . . . , r q ,  i €  A4, (21)

where 7̂ (0 ) =  0 , i  € M ,  and So +  Po =  —oo.

It is easy to  verify th a t values S j  found by (21) satisfy constraints (4)-(6). Next, by 

(21) we immediately have

5 jr,(j) — C V i(J) =  6,^ (3) — 5 ^ ( 3 )  — P iir ^ s )
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— — m a ^ { ^ i r i ( s ) !  ‘̂ *<(1 - 1) "t" P iirj(i-1 )>  P i*i(s)  PiTTi(s)

< b*M  -  [Km  ~  PinW ~  L B (7r)) _  Pi»fW ^  I '-S (7r)> (22)

and this holds for any s, 1 < s <  rii, and any i, i € A4. Thus we conclude that

bj -  Cj <  LB(tt), j  e  A/\ (23)

Next, we will show tha t also Cj — Cj < LB(n)  for any j  6 AC. For each fixed z, i € A4,

and fixed /, 1 <  I <  n*, let k be the index (1 <  k < I) such that C„^k-i) <  ̂ ¡(fc)» and

C^(j_i) =  Sffi(5) for s -  k +  1 , . . . ,  /. Note that

i
C .M  =  •?*,(*) +  52 Pin,(u)- (24)

U=Jt

¿From (21) it has to  be SWi(k) =  max{affj(jt),6ffi(jt) — p ^ k )  — LB(n)}.  Consider separately 

two subcases:

(a) Case ”SniW =  b„iW  ~  Pi*,(k) -  LB{n)". Applying (24), (21) and (18) we have

i /
CT((|) — OffjP) =  S ni(k) +  52 P'*i(«) ~  c7Ti(0 =  îrj(fc) — PijTi(k) ~  L B { 7r) +  52 Ptir,(u) ~  cJTj(i)

u=fc u=fc

I
=  ^'tJTi(k) “t" ^  y Pi7r,(u) QiTi{l) ^  L / B [ 7r) <  C m a x ( ^ t )  ^  L t I3 (7r)

u=k

< Cmal(n) - K -  i ( C mM(tt) — K ) < \ { C max{tt) -  K )  < L B { tt) (25)

(b) Case ”5,jri(*:) =  a ^ k ) " ■ Similarly we have

i i
Gr.CO _  C*;(b =  ‘-’*¡(*0 T 52 P™t(u) ~ C*i(0 =  a*iW +  PiTtfu) — C*i(0

u=k u=k

— Lmax(TTi) ^  Lmax (tt) <  LB(tt) (26)

Both (25) and (26) provides

Cj -  Cj <  LB(tt), j  6  AT (27)

Finally, (23) and (27) show that

¿(tt) =  max[6j -  C j, C j -  Cj]+ <  LB(tt) (28)

which yields the property required for the schedule found by (2 1 ) and completes the proof.

The problem stated  can be transformed into two problems (solved simultaneously) 

of scheduling jobs from the set A/- on m  parallel non-uniform, unrelated machines, with 

different assumptions and different types of criteria. Note that for the given tt the value 

L{tt) and the appropriate schedule (S, T)  can be found in a time 0(n).
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3. Further properties

It is also convenient in the analysis to use a simple graph representation of a fixed 

job processing order ir. Being honest, this graph is used for the calculation and inter

pretation of two different values CmAX(n) and L mix(n). It has the same structure for 

both mentioned cases bu t differs with weights assigned to arcs. Precisely, the graph takes 

the form of G(k ) =  {M  U {o, * } ,A  U A(ir)), with the set of nodes N  extended by two 

auxiliary nodes o (start) and * (end), and the set of arcs A  =  UjeJv'{(°> j ) ,  {j, *)} and 

A * )  =  Uigjvt Uy="i1{(7ri(j), TTiij +  I))}- Each arc (o, tt^ j))  6  A  has weight r ^ i{j) (a^y j, 

respectively), whereas each arc ( (^ ( i) ,* )  E A  has weight (?Xiy) (minus c*,y), respec

tively). Each node TTi(j) 6  M  has weight p ^ y ) .  Nodes o and * have weight zero. The 

makespan Cmax(n) (lateness Lmax(7r), respectively) equals the length of the longest path 

in this graph. To distinguish these two cases we use C-graph and L-graph names. We 

define the notion block B  as follows. If LB(n) = 0 we say th a t block is empty, tt provides 

optimal solution. Otherwise we consider two cases. If L max(ir) > |( C max(7r) -  K )  then we 

define block as the sequence of nodes B  =  (g , . . .  ,h)  such th a t (o, g , . . . ,  h, *) is a critical 

path in L-graph. If Lmax(7r) <  5 (Cmax(7r) — K )  we define block as the sequence of nodes 

B = ( g , . .. ,h)  such th a t (o, g , . . . ,  h, *) is a critical path in C-graph. Block corresponds to 

the sequence of jobs (parts) processed on some machine i '  consecutively from the position 

k ’ to the position I* without inserted machine idle time, i.e.

M fc*) =  p, =  k ' < r ,  (29)

thus critical for the criterion L(Tt) value.

4. A so lu tio n  m eth od

To solve the problem stated  we refer to the Adaptive Memory Search (AMS). Applica

tions of AMS to similar problems have been presented in previous papers, see for example 

[4, 5, 6], so we will show only some elements valid for this application. The basic idea of 

AMS follows from [2]. The approach is particularly recommended for solving some very 

hard discrete and combinatorial optimisation problems. Fundamentals of AMS derive 

from the natural solution process performed by man. AMS carried out the local search 

through the solution space with the use of semi-learned memory of the search history to 

avoid repetitions and to guide the search into promising regions of the space. It has been
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verified experimentally in many applications that AMS provides solutions very close to 

optimal in a relatively short time.

Based on many conclusions obtained in previous studies, there has been considered 

only the neighbourhood created by so-called insertion moves. In our case, this type of 

moves is associated with 7r and can be defined by a triple v =  (j , i , y ), such tha t job 

(part) j  is removed from Aftj and then inserted in A/i in position y  in the permutation 

7T{ (y  becomes new position of j  in 7T; extended in such a way). Clearly, it has to be 

1 < V <  Tii +  1 if i tj, 1 <  y < rii if i = tj. The neighbourhood of it consists of 

orders (7r)v generated by moves v from a given set. Using natural, simple approach one 

can propose the insertion neighbourhood {(w),, : v g V(7r)} generated by the move set

V(tt) =  U U W  (30)
jerfieM

where V,-,-(7r) =  UyLViCM.y)} if i ^  tj  and H'i(7r) =  UyLi{0',by)} if i = tj. To avoid 

solution repetitions, set V ( tc) is on-line examined to remove redundant moves (moves are 

redundant if they provide the same solutions). The number of moves in V(-7r) is (n — l ) 2. 

The neighbourhood based on V(7r) can be searched completely in a time 0 ( n 3).

The philosophy of using so called reduced neighbourhood is associated with detection

a priori and avoiding making so called useless moves (moves tha t do not improve the

current goal function value). The detection of some kinds of useless moves is offered by 

the block notion. It is summarised in the following list of properties.

P ro p e r ty  5. If j  £  B, then for any i 6 M  all moves from Vji(-n) are useless.

P ro p e r ty  6 . If j  6  B \  {g, h}, then each move v — (j, i*, y), k* < y  < I", is useless. 

P ro p e r ty  7. If j  =  g , then each move v =  (j , i ' ,y ) ,  1 < y < k ',  is useless.

P ro p e r ty  8 . If j  = h, then each move v =  { j , i ' ,y ) ,  I* < y  < n,-, is useless.

Property 5 provides the highest reduction of the move set. Proofs of properties can 

be done analysing paths in the graph t/(7r). Employing Properties 5 -  8 we propose the 

following reduced set of moves

W(ir) =  1J U yVjiW ,  (31)
jeBieM

where sets VVjj (m) are defined only for j  £ B in the following manner. If i ^  i ’ we set 

W jiM  =  Vjiiir). If i =  i* and j  6  B \  {5 , fi} we set W ^ tt)  =  V ^ tt)  \ { v = (j , i, y) : k ' <
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y < I'}. If i =  z* and j  = g than  = Vj i ( i r )  \ { v  = (j , i , y ) : 1 <  y < k '} .  If i — i*

and j  =  h  than Wji(ir) =  V,,-(7r) \  {v — (j , i , y ) * I" < y <  n».}. Clearly set W (7r) is also 

scanned to eliminate redundant moves. The number of moves in W (7r) is m  times less 

than that of V(7r). The neighbourhood based on W (7r) possesses the connectivity property 

(the proof can be done by analogy to th a t from [6]).

The general scheme and remain details (e.g. memory attributes and structures) of 

the proposed AMS algorithm can be taken from [6]. Some additional theoretical research 

should be done to design the search accelerator which is the specific decomposition and 

aggregation of calculation to reduce the algorithm running time. All advantageous prop

erties of the proposed there algorithm can be obtained also in this case.
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Abstract

A problem of precise on time supply of various items produced by a manufacturing 

cell having a  number of unrelated parallel machines has been considered. Some special 

properties of the problem has been proved. A transformation to  some classic problems
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from the scheduling theory has been shown. The proposed and developed approach can be 

extended to cover more complex problems of this type. The base of this approach refers to 

graph properties (including generalisation of so called block properties) and local search 

algorithms. A significant attention has been paid to these theoretical properties which 

are the most useful for the Adaptive Memory Search (AMS) algorithm.


