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# THE REFLECTION OF AN ELECTROMAGNETIC PLANE WAVE BY AN INFINITE SET OF PLATES, I* 

By<br>J. F. CARLSON ${ }^{1}$ and A. E. HEINS ${ }^{2}$<br>Radiation Laboratory, Massachusetts Institule of Technology

1. Introduction. It has been shown by J. Schwinger that a special class of boundary value problems in electrodynamics can be formulated mathematically as WienerHopf ${ }^{4}$ integral equations. These problems may be described as follows. A plane wave is incident upon a number of semi-infinite parallel metallic structures of zero thickness and perfect conductivity. By parallel structures we mean parallel planes or cylinders with parallel axes. It is then possible to express the electric or magnetic field at all points in space in terms of the surface current density on the metal with the aid of an appropriate Green's function. The vanishing of the components of the electric field which are tangential to the semi-infinite cylindrical metallic surfaces, leads to a system of inhomogeneous integral equations for the various surface current densities. This system of integral equations assumes the general form

$$
g_{i}(x)=\sum_{j=1}^{n} \int_{0}^{\infty} K_{i j}(x-y) f_{j}(y) d y ; \quad x>0, \quad i=1, \cdots, n,
$$

where the $f_{j}(y)$ are unknown functions, while the $K_{i j}(x)$ and $g_{i}(x)$ are known. The particular problem which we shall discuss below possesses certain periodicities, and for this case we find it possible to reduce the system to a single integral equation of the form

$$
\begin{equation*}
g(x)=\int_{0}^{\infty} K(x-y) f(y) d y, \quad x>0 \tag{1.1}
\end{equation*}
$$

that is, an inhomogeneous Wiener-Hopf integral equation. Here $f(y)$ is unknown, while $K(x)$ and $g(x)$ are known functions.

The advantage of formulating this particular class of boundary value problems as Wiener-Hopf integral equations is that such equations are susceptible to a rigorous

[^1]solution. We may thus find the functional form of the various surface current densities as well as the electric field. However, in such problems as we have described above, the physically interesting quantities may be calculated from the far field and these quantities in turn are closely related to the Fourier transform of the surface current densities. Since Eq. (1.1) is solved by transform techniques, these quantities can be obtained immediately.

The problem which we treat here is the following. A plane monochromatic electromagnetic wave whose direction of propagation lies in the plane of the paper, is incident upon an infinite set of staggered, equally spaced, semi-infinite metallic plates of zero thickness and perfect conductivity. These plates extend indefinitely in a direction perpendicular to the plane of the paper. (See Fig. 1 for a side view.) The angle of stagger with respect to a fixed direction (that of the cross section of the plates in Fig. 1) is $\alpha$, while the direction of propagation with respect to this fixed line is $\theta$, where $\alpha-\pi<\theta<\alpha$ and $0<\alpha \leqq \pi / 2$. This structure has some properties which are analo-


Fig. 1.
gous to those of metal mirrors and gratings. Thus when it is excited by a plane wave with arbitrary direction of propagation, there will be reflected plane waves in certain directions depending on the relative dimensions, the wave length and the direction of incidence.
2. Formulation of the problem. We assume that the electric field of the incident wave has only one component, namely, the component which is perpendicular to the plane of the paper. Since the incident electric field is independent of $y$ and the boundary conditions on the plates must be fulfilled independently of $y$, no other components of the electric field will be excited. Thus all components of the magnetic field can be derived from this single component of the clectric field $E_{y}(x, z)=\phi(x, z)$. For this case both of the components of the magnetic field lie in the plane of the paper and we shall refer to this problem as an " $H$ plane" problem.

If we now write the Maxwell equations ${ }^{5}$ in the form

$$
\nabla \times \mathrm{E}=i k \mathrm{H}
$$

and

$$
\nabla \times \mathrm{H}=-i k \mathrm{E},
$$

where $k=2 \pi / \lambda$, and $\lambda$ is the free space wave-length, we see immediately that the only components of the magnetic field are

[^2]$$
i k H_{x}=-\frac{\partial \phi}{\partial z}
$$
and
$$
i k H_{z}=\frac{\partial \phi}{\partial x}
$$

Upon eliminating $H_{x}$ and $H_{z}$ from the above equations we obtain the two dimensional wave equation,

$$
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial z^{2}}+k^{2} \phi=0
$$

which is to be solved subject to the boundary condition, $\phi=0$ on the metal plates since $\phi$ is the tangential component of the electric field. There are also conditions at infinity on the function $\phi(x, z)$ which we shall discuss later when we have need of them.

We now formulate the equation which expresses the electric field in terms of the surface current density on the metal plates. To this end, we start by modifying the structure in Fig. 1, so that there are now only a finite number of parallel plates, each of which is taken to be finite in length. The length of each plate is such that the amplitudes of the attenuated modes are negligibly small relative to the amplitude of the propagated mode in the parallel plate region before the end of the structure is

reached. (See Fig. 2 for a side view.) If we employ the free space Green's function, we may express $\phi(x, z)$ in terms of $\partial \phi / \partial n$, the normal derivative on the metallic plates. We have from Green's theorem

$$
\phi(x, z)=\int_{C}\left(G \frac{\partial \phi}{\partial n^{\prime}}-\phi \frac{\partial G}{\partial n^{\prime}}\right) d s^{\prime}
$$

where the contour $C$ is the one indicated by the dotted line in Fig. 2, $d s^{\prime}$ is the element of arc length along it and $G\left(x, z, x^{\prime}, z^{\prime}\right)$ is the free space Green's function. The outer boundary of the contour $C$ is taken to be a circle of large radius. This is merely for convenience and the outer boundary might have been any other closed curve. $G\left(x, z, x^{\prime}, z^{\prime}\right)$ satisfies the homogeneous wave equation

$$
\frac{\partial^{2} G}{\partial x^{2}}+\frac{\partial^{2} G}{\partial z^{2}}+k^{2} G=0
$$

save for the point $x=x^{\prime}, z=z^{\prime}$. At this point

$$
\left.\int_{-\infty}^{\infty} \frac{\partial G}{\partial x}\right|_{x=x^{\prime}-0} ^{x-x^{\prime}+0} d z^{\prime}=-1
$$

and

$$
\left.\int_{-\infty}^{\infty} \frac{\partial G}{\partial z}\right|_{z=z^{\prime}-0} ^{2-z^{\prime}+0} d x^{\prime}=-1
$$

This may be expressed symbolically by saying that $G\left(x, z, x^{\prime}, z^{\prime}\right)$ satisfies the inhomogeneous wave equation

$$
\frac{\partial^{2} G}{\partial x^{2}}+\frac{\partial^{2} G}{\partial z^{2}}+k^{2} G=-\delta\left(x-x^{\prime}\right) \delta\left(z-z^{\prime}\right)
$$

where $\delta\left(x-x^{\prime}\right)$ is the Dirac delta function and is zero everywhere save at $x=x^{\prime}$, where it becomes infinite in such a fashion as to make the integral

$$
\int_{-\infty}^{\infty} \delta\left(x-x^{\prime}\right) d x^{\prime}=1
$$

On the plates $\phi(x, z)=0$, while $\partial \phi / \partial n^{\prime}$ is the tangential component of the magnetic field on the plates. Since the tangential component of the magnetic field suffers a discontinuity which is proportional to the surface current density when we go from one side of a given plate to the other side of it, the only contribution we get from the integration along the metallic plates is

$$
\sum_{m=p}^{q} \int G\left(x, z, m a, z^{\prime}\right) I_{m}\left(z^{\prime}\right) d z^{\prime}
$$

and the limits of integration are those which cover the full length of each plate. The sum is carried out over the finite number of plates as shown in Fig. 2. $I_{m}(z)$ is proportional to the surface current density on the $m$ th metal plate. There is complete cancellation of the integrals taken along the paths which lead from one plate to the next or which lead from the end plates to the large circle enclosing all of the plates.

We now calculate the contribution from the large circle. In the first place, the free space Green's function which represents an outgoing wave for $\sqrt{x^{2}+z^{2}}>\sqrt{x^{\prime 2}+z^{\prime 2}}$ is $G\left(x, z, x^{\prime}, z^{\prime}\right)=(i / 4) H_{0}^{(1)}\left[k \sqrt{\left(x-x^{\prime}\right)^{2}+\left(z-z^{\prime}\right)^{2}}\right]$ where $H_{0}^{(1)}$ is the Hankel function of the first kind. The contribution from the large circle is

$$
\begin{equation*}
\int_{0}^{2 \pi}\left[G\left(r, r^{\prime}, \beta, \beta^{\prime}\right) \frac{\partial \phi\left(r^{\prime}, \beta^{\prime}\right)}{\partial r^{\prime}}-\phi\left(r^{\prime}, \beta^{\prime}\right) \frac{\partial \dot{G}\left(r, r^{\prime}, \beta, \beta^{\prime}\right)}{\partial r^{\prime}}\right] r^{\prime} d \beta^{\prime}, \tag{2.1}
\end{equation*}
$$

where

$$
G\left(r, r^{\prime}, \beta, \beta^{\prime}\right)=\frac{i}{4} H_{0}^{(1)}\left[k \sqrt{r^{2}+r^{\prime 2}-2 r r^{\prime} \cos \left(\beta-\beta^{\prime}\right)}\right]
$$

and $x=r \sin \beta, z=r \cos \beta$. If we now expand $G\left(r, r^{\prime}, \beta, \beta^{\prime}\right)$ in terms of cylindrical waves we have

$$
G\left(r, r^{\prime}, \beta, \beta^{\prime}\right)=\frac{i}{4} \sum_{m=-\infty}^{\infty} H_{m}^{(1)}\left(k r^{\prime}\right) J_{m}(k r) e^{i m\left(\beta-\beta^{\prime}\right)}, \quad r<r^{\prime}
$$

Furthermore, for any point outside of the region of the plates

$$
\begin{equation*}
\phi(x, z)=e^{i k(z \cos \theta+x \sin \theta)}+\sum_{m=\infty}^{\infty} \alpha_{n} H_{n}^{(1)}(k r) e^{i n \beta} \tag{2.2}
\end{equation*}
$$

where the first term represents the incident plane wave whose direction of propagation is $\theta$, while the second term represents the scattered wave. We shall not be interested in the explicit form of the $\alpha_{n}$ 's and indeed, we shall show that they do not enter explicitly into the formulation of the integral equation. The expression for the plane wave, $e^{i k[z \cos \theta+x \sin \theta]}$ may be expanded in terms of cylindrical waves by noting that

$$
e^{i k(z \cos \theta+x \sin \theta)}-e^{i k r \cos (\theta-\beta)}=\sum_{m=-\infty}^{\infty} e^{+i m x / 2} J_{m}(k r) e^{i m(\theta-\beta)}
$$

If we now evaluate the integrals in (2.1) we get immediately

$$
e^{i k(x \cos \theta+x \sin \theta)}=\phi_{\mathrm{ino}}(x, z)
$$

i.e., the incident field.

For our final equation we then have

$$
\phi(x, z)=\phi_{\mathrm{ino}}(x, z)+\sum_{m=p}^{q} \int I_{m}\left(z^{\prime}\right) G\left(x, z, m a, z^{\prime}\right) d z^{\prime}
$$

If we now let $q$ become positively infinite, $p$ negatively infinite, and let each plate extend indefinitely to the right, we can then express $\phi(x, z)$, the $y$ component of the electric field, in terms of the incident field and the surface current density on the plates, that is,

$$
\begin{equation*}
\phi(x, z)=\phi_{\mathrm{ino}}(x, z)+\frac{i}{4} \sum_{m=-\infty}^{\infty}-\int_{m b}^{\infty} I_{m}\left(z^{\prime}\right) H_{0}^{(1)}\left[k \sqrt{\left(z-z^{\prime}\right)^{2}+(x-m a)^{2}}\right] d z^{\prime} \tag{2.3}
\end{equation*}
$$

where $a=b \tan \alpha$. We now impose the electromagnetic boundary condition, namely that $\phi(x, z)$ vanishes on the metallic plates, and we get a system of simultaneous integral equations of the Wiener-Hopf type for $I_{m}(z)$. That is, for $x=n a$

$$
\begin{equation*}
0=\phi_{\mathrm{ino}}(n a, z)+\frac{i}{4} \sum_{m=-\infty}^{\infty} \int_{m b}^{\infty} I_{m}\left(z^{\prime}\right) H_{0}^{(1)}\left[k \sqrt{\left(z-z^{\prime}\right)^{2}+(n-m)^{2} a^{2}}\right] d z^{\prime} \tag{2.4}
\end{equation*}
$$

for all $n$ with $z>n b, n=0, \pm 1, \pm 2, \cdots .{ }^{6}$ Due to the periodic nature of the structure, the infinite set of simultaneous integral equations can be cast into the form (1.1).

[^3]We close our discussion of the formulation of the integral equation (2.3) with some remarks about the range of values of $a / \lambda$ which is allowed. In the parallel plate regions for $z$ large and positive, $\phi(x, z)$ is asymptotic to $\sin (\pi x / a) e^{i x z}$ where $\kappa=\sqrt{k^{2}-(\pi / a)^{2}}$. If now $k<\pi / a$, i.e., $\lambda>2 a$, $\kappa$ will be pure imaginary and hence for $z$ sufficiently large and positive, $\phi(x, z)$ will vanish exponentially. In this case, the parallel plate regions cannot sustain a propagating mode. If $k>\pi / a$, i.e., $2 a<\lambda$, then $\kappa$ is real and the parallel plate region can sustain at least one mode consistent with the polarization which we have employed. In order that a second mode not propagate in this parallel plate region, we must further assume that $a<\lambda$. We also assume that there is a single reflected wave. Such a restriction puts further limitations on $a / \lambda$ as well as on $\theta$. These restrictions will appear when we have obtained the solution of the problem.
3. Fourier transform solution of the integral equation. Before we turn to the Fourier transform solution of the integral equation (2.4) we shall first convert it into one of the Wiener-Hopf type. We note that the surface current density of the $m$ th plate has the same magnitude as that of the zeroth plate provided we measure the distance along the $m$ th plate from its edge. Hence, the surface current density on the $m$ th plate differs from that of the zeroth plate only by a phase factor. This phase factor arises because the amplitude of the incident wave differs from plate edge to plate edge by the factor

$$
e^{i k(b \cos \theta+a \sin \theta)} .
$$

Thus

$$
I_{m}(z-m b)=I_{0}(z) e^{i k m(b \cos \theta+a \sin \theta)},
$$

where $I_{0}(z)$ is the surface current density on the zeroth plate. Equation (2.4) may then be rewritten as
$0=\phi_{\text {ind }}(z, n a)+\frac{i}{4} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} I_{0}(z) e^{i k \rho m} H_{0}^{(1)}\left[k \sqrt{\left(z-\overline{z^{\prime}}-m b\right)^{2}+(n-m)^{2} a^{2}}\right] d z^{\prime}$,
where $\rho=b \cos \theta+a \sin \theta$. If we replace $z$ by $z+n b$, Eq. (3.1) will read
$0=e^{i k((z+n b) \cos \theta+n a \sin \theta]}$

$$
\left.+\frac{i}{4} \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} I_{0}\left(z^{\prime}\right) e^{i k \rho m} H_{0}^{(1)}\left[k \sqrt{\left\{(n-m) b+\left(z-z^{\prime}\right)\right.}\right\}^{2}+(n-m)^{2} a^{2}\right] ~ d z^{\prime}, z>0 .
$$

Finally, when we divide the last equation by $e^{i k k_{n}}$ and put $m-n=q$, we get

$$
\begin{equation*}
0=e^{i k z \cos \theta}+\frac{i}{4} \sum_{s=-\infty}^{\infty} \int_{0}^{\infty} I_{0}\left(z^{\prime}\right) e^{i k \rho q} H_{0}^{(1)}\left[k \sqrt{q^{2} a^{2}+\left(q b+z-z^{\prime}\right)^{2}}\right] d z^{\prime} \tag{3.2}
\end{equation*}
$$

and this equation is of the Wiener-Hopf type.
In order to put this equation into a form which amenable to solution by Fourier transform methods, we extend it for negative $z$ to be

$$
\begin{equation*}
\phi_{1}(z)=\frac{i}{4} \sum_{q=-\infty}^{\infty} \int_{0}^{\infty} I_{0}\left(z^{\prime}\right) e^{i k k_{p q}} H_{0}^{(1)}\left[k \sqrt{q^{2} a^{2}+\left(q b+z-z^{\prime}\right)^{2}}\right] d z^{\prime}, \quad z<0, \tag{3.3}
\end{equation*}
$$

where $\phi_{1}(z)$ is an unknown function which is, save for a phase factor, the tangential
component of the scattered electric field at $x=n a$. In view of the periodic nature of the structure, the ddpendence of the integral equation on $n$ is not explicit. We may now replace Eqs. (3.2) and (3.3) by the equation

$$
\begin{equation*}
\phi_{1}(z)=\phi_{0}(z)+\frac{i}{4} \sum_{q=-\infty}^{\infty} \int_{-\infty}^{\infty} I_{0}\left(z^{\prime}\right) e^{i k_{\rho} q} H_{0}^{(1)}\left[k \sqrt{q^{2} a^{2}+\left(q b+z-z^{\prime}\right)^{2}}\right] d z^{\prime}, \tag{3.4}
\end{equation*}
$$

where now

$$
\begin{aligned}
\phi_{1}(z) & \equiv 0 \quad \text { for } z>0, \\
I_{0}(z) & \equiv 0 \text { for } z<0, \\
\phi_{0}(z) & \equiv \begin{cases}0 & \text { for } z<0, \\
e^{i k z} \cos \theta & \text { for } z>0 .\end{cases}
\end{aligned}
$$

For analytical convenience, it is now assumed that $k$ has a small positive imaginary part. This is tantamount to assuming that the medium is slightly absorbing.

Before we can apply the Fourier transform in the complex plane to the solution of Eq. (3.4) it is necessary to study the growth order of the functions $\phi_{1}(z), I_{0}(z)$ and $\phi_{0}(z)$. It is clear from a direct study of the integral Eqs. (3.2) and (3.3) that these functions are integrable for all finite $z$. The half planes of regularity of the Fourier transforms of $\phi_{0}(z), \phi_{1}(z)$ and $I_{0}(z)$ are, of course, determined from their growth orders at infinity and we now proceed to determine these orders. Since we know $\phi_{0}(z)$ explicitly, it is clear that its Fourier transform is

$$
\int_{0}^{\infty} e^{-i w z} \phi_{0}\left(z^{\prime}\right) d z^{\prime}=\frac{1}{i\lceil w-k \cos \theta \bar{j}}
$$

and is regular in a lower half of the $w$ plane defined by the inequality $\Im_{\mathrm{m} w}=\Im \mathfrak{m n}(k \cos \theta)$. Save for a translation on the $z$ variable and a phase factor which is independent of $z$, $I_{0}(z)$ is, in certain units, the surface current density on any metallic plate. For $z$ sufficiently large and positive, $I_{0}(z)$ is asymptotic to the surface current density in any of the parallel plate regions, that is, it is asymptotic to $e^{i x z}$. Since $I_{0}(z)$ is integrable at the origin, the Fourier transform of $Y_{0}(z)$, that is

$$
\int_{0}^{\infty} I_{0}\left(z^{\prime}\right) e^{-i w z^{\prime}} d z^{\prime},
$$

is regular in some half plane defined by

$$
\mathfrak{\Im} \mathfrak{w}<\mathfrak{\Im m}(\kappa) \sim \frac{\Re \mathfrak{i e} k \mathfrak{M} \mathfrak{m} k}{|\kappa|}>\mathfrak{F m} k
$$

since $\operatorname{Me}(k) /|\kappa|>1$.
We now investigate the asymptotic form of $\phi_{1}(z)$ for $z$ large and negative. Before doing this, however, it is convenient to give another representation of the kernel of the integral equation (3.4). The kernel

$$
\frac{i}{4} \sum_{q=-\infty}^{\infty} e^{i k \rho q} H_{0}^{(1)}\left[k \sqrt{q^{2} a^{2}+(q b+z)^{2}}\right]
$$

has the Fourier integral representation

$$
\begin{equation*}
\frac{i}{4 \pi} \int_{C} e^{i v z} \sum_{q=-\infty}^{\infty} \frac{e^{i k p q+i|q| a \sqrt{k^{2}-w^{2}}-i v q b}}{\sqrt{k^{2}-w^{2}}} d w, \tag{3.5}
\end{equation*}
$$

where $C$ is a contour which lies in the strip of regularity of the sum in (3.5). It is closed in the upper or lower half planes by a large semi-circle which passes between the poles of this sum depending upon whether $z>0$ or $z<0$. The strip of regularity is, of course, determined by the region in which the infinite series in (3.5) converges. A direct study of this series will reveal that the ordinates of convergence are given by the inequality, $\Im \mathfrak{m} k \cos (2 \alpha-\theta)<\Im \mathrm{m} w<\Im \mathrm{m} k \cos \theta$. This now clarifies the reason why we imposed a small but positive imaginary part on $k$. Had we not done this, the series would only converge on the real axis of the $w$ plane and as we shall see in the actual solution of the Wiener-Hopf equation, this situation would have presented us with some analytical difficulties.

We may now write the sum in the integral (3.5) in closed form as

$$
\frac{i}{4 \pi} \int_{c} \frac{e^{i w z} \sin a \sqrt{k^{2}-w^{2}} d w}{\sqrt{k^{2}-w^{2}}\left[\cos a \sqrt{k^{2}-w^{2}}-\cos \left(k_{\rho}-w b\right)\right]}
$$

For $z<0$, we close the path $C$ in the lower half of the $w$ plane. The poles in the lower half plane are $w=k \cos (2 \alpha-\theta)$ and two infinite sequences of poles both of which have negative imaginary parts. We shall have more to say about this double set of poles presently. Suffice it to be noted at this point, that the kernel has a second representation which for $z<0$ may now be written as

$$
\frac{e^{i k z \cos (2 \alpha-\theta)}}{2 a k \sin (\alpha-\theta)}+\text { terms which attenuate exponentially for } z \text { large and negative. }
$$

It is clear then, that for $z$ large and negative, $\phi_{1}(z)$ is asymptotic to

$$
\int_{0}^{\infty} \frac{e^{i k\left(-z^{\prime}\right) \cos (2 \alpha-\theta)}}{2 a k \sin (\alpha-\theta)} I_{0}\left(z^{\prime}\right) d z^{\prime},
$$

and thus, the Fourier transform of $\phi_{1}(z)$, i.e.,

$$
\int_{-\infty}^{0} e^{-i w z} \phi_{1}(z) d z
$$

is regular in the upper half of the $w$ plane $\mathfrak{\Im m w >}>\mathfrak{m} k \cos (2 \alpha-\theta)$.
The Fourier transforms involved in this problem then have a common strip of regularity, $\Im \mathfrak{m}((k \cos (\theta-2 \alpha))<\Im \mathfrak{m z} v<\Im \mathfrak{m}(k \cos \theta)$ and it is thus permissible to apply the Fourier transform to the integral equation (3.4) within this strip.

Let $\Phi_{1}(w)$ be the Fourier transform of $\phi_{1}(z)$ and $J(w)$ the Fourier transform of $I_{0}(z)$. The Fourier transform of the integral equation (3.4) is then

$$
\begin{equation*}
\Phi_{1}(w)=\frac{1}{i(w-k \cos \theta)}+\frac{J(w) \sin a \sqrt{k^{2}-w^{2}}}{2 \sqrt{k^{2}-w^{2}}\left[\cos a \sqrt{k^{2}-w^{2}}-\cos (k \rho-w b)\right]} . \tag{3.6}
\end{equation*}
$$

The Wiener-Hopf theory now tells us that we can split this transform equation into
two parts. One part will be regular in an upper half plane, $\Im_{m w}>\mathfrak{\Im n k} k \cos (\theta-2 \alpha)$, the other in a lower half plane $\Im m w<\Im m k \cos \theta$ and both of these half planes have a common region of regularity. It is well to note here that we use the term regularity in a slightly extended sense. We imply by regularity that the function has neither zeros, branch points nor poles in the region of regularity. That is, the function as well as its reciprocal is "regular" in the conventional sense of the term. Suppose we assume that we can write

$$
\frac{K_{-}(w)}{K_{+}(w)}=\frac{\sin a \sqrt{k^{2}-w^{2}}}{\sqrt{k^{2}-w^{2}}\left[\cos a \sqrt{k^{2}-w^{2}}-\cos (k \rho-w b)\right]}
$$

where $K_{-}(w)$ is regular in the proper lower half plane and $K_{+}(w)$ is regular in the proper upper half plane and that there is a common strip of regularity for both $K_{-}(w)$ and $K_{+}(w)$. Then

$$
\begin{equation*}
\Phi_{1}(w) K_{+}(w)=\frac{K_{+}(w)}{i(w-k \cos \theta)}+\frac{J(w) K_{-}(w)}{2} \tag{3.7}
\end{equation*}
$$

The left side of Eq. (3.7) is regular in an upper half plane while the second term on the right side is regular in a lower half plane. The term

$$
\frac{K_{+}(w)}{i(w-k \cos \theta)}
$$

is only regular in the strip of regularity. This function may be decomposed into two functions in such a manner that one function is regular in the appropriate upper and the other in the appropriate lower half plane, since

$$
\frac{K_{+}(w)}{i(w-k \cos \theta)}=\frac{K_{+}(w)-K_{+}(k \cos \theta)}{i(w-k \cos \theta)}+\frac{K_{+}(k \cos \theta)}{i(w-k \cos \theta)} .
$$

The first term on the right no longer has a singularity at $w=k \cos \theta$, but is regular in the upper half plane and the second term is regular in the lower half plane. Thus Eq. (3.7) can be rewritten in the form

$$
\begin{equation*}
\Phi_{1}(w) K_{+}(w)-\frac{K_{+}(w)-K_{+}(k \cos \theta)}{i(w-k \cos \theta)}=\frac{J(w) K_{-}(w)}{2}+\frac{K_{+}(k \cos \theta)}{i(w-k \cos \theta)} \tag{3.8}
\end{equation*}
$$

The right side of the equation is regular in the lower half plane $\Im \mathrm{m} w<\Im \mathrm{m} k \cos \theta$ while the left side is regular in the upper half plane $\Im_{n} w>\Im_{m k} \cos (\theta-2 \alpha)$. Both sides have a common strip of regularity and hence the left side of (3.8) is the analytical continuation of the right side. Such an equality can only hold if both sides of Eq. (3.8) are equal to an integral function, that is, a function regular everywhere in the complex $w$ plane. We have then

$$
\begin{equation*}
\frac{J(w) K_{-}(w)}{2}+\frac{K_{+}(k \cos \theta)}{i(w-k \cos \theta)}=\text { integral function } \tag{3.9}
\end{equation*}
$$

and also

$$
\begin{equation*}
\Phi_{1}(w) K_{+}(w)-\frac{K_{+}(w)-K_{+}(k \cos \theta)}{i(w-k \cos \theta)}=\text { integral function. } \tag{3.10}
\end{equation*}
$$

We shall now show that it is possible to decompose the function

$$
\frac{\sin a \sqrt{k^{2}-w^{2}}}{\sqrt{k^{2}-w^{2}}\left[\cos a \sqrt{k^{2}-w^{2}}-\cos (k \rho-w b)\right]}
$$

into two functions, one of which is regular in the lower half plane $\Im_{m} w<\Im m k \cos \theta$, while the other is regular in the upper half plane $\Im m w>\Im m k \cos (\theta-2 \alpha)$. The denominator of the fraction may be written as

$$
\begin{aligned}
& \cos a \sqrt{k^{2}-w^{2}}-\cos \left(k_{\rho}-w b\right) \\
& =2 \sin \frac{\left[a \sqrt{k^{2}-w^{2}}+k \rho-w b\right]}{2} \sin \frac{\left[k \rho-w b-a \sqrt{k^{2}-w^{2}}\right]}{2} \\
& =\frac{\lambda}{2}\left[a \sqrt{k^{2}-w^{2}}+k \rho-w b\right]\left[k \rho-w b-a \sqrt{k^{2}-w^{2}}\right] \\
& \times \prod_{n=1}^{\infty}\left[1-\frac{\left(a \sqrt{k^{2}-w^{2}}+k \rho-w b\right)^{2}}{4 n^{2} \pi^{2}}\right] \prod_{n=1}^{\infty}\left[1-\frac{\left(k \rho-w b-a \sqrt{k^{2}-w^{2}}\right)^{2}}{4 n^{2} \pi^{2}}\right] \\
& =\frac{1}{2}\left[(k \rho-w b)^{2}-a^{2}\left(k^{2}-w^{2}\right)\right] \prod_{n=1}^{\infty}\left[1-\frac{a \sqrt{k^{2}-w}+k \rho-w b}{2 n \pi}\right] e^{\left(a^{2} \sqrt{k^{2}-w^{2}}+k \rho-w b\right) / 2 n x} \\
& \times \prod_{n=-\infty}^{-1}\left[1-\frac{a \sqrt{k^{2}-} \overline{w^{2}}+k_{\rho}-w b}{2 n \pi}\right] e^{\left(\mathrm{a}^{2} \overline{k^{2}-w^{2}}+k \rho-w b\right) / 2 n \pi} \\
& \times \prod_{n=1}^{\infty}\left[1-\frac{k \rho-w b-u \sqrt{k^{2}-w^{2}}}{2 n \pi}\right] \epsilon^{\left(k_{\rho}-w b-a^{2} \overline{k^{2}-w^{2}}\right) / 2 n \pi} \\
& \times \prod_{n=-\infty}^{-1}\left[1-\frac{k \rho-w b-a \sqrt{k^{2}-w^{2}}}{2 n \pi}\right] e^{\left(k \rho-w b-a^{2} \overline{k^{2}-w^{2}}\right) / 2 n \pi} .
\end{aligned}
$$

The exponential factors in each of these products has been inserted to render the products absolutely convergent. The above expression may now be rewritten to read $\frac{1}{2}\left(a^{2}+b^{2}\right)\left(w-\sigma_{1}\right)\left(w-\sigma_{2}\right) \prod_{n=-\infty}^{\infty}\left[\left\{1-\frac{k \rho-w b}{2 n \pi}\right\}^{2}-\frac{a^{2}\left(k^{2}-w^{2}\right)}{4 n^{2} \pi^{2}}\right] e^{(k \rho-w b) / n \pi}$
where the prime on the products denotes the absence of the term $n=0$ in the product. The infinite product in the last expression may now be expressed in a manner such that it puts into evidence the portion which is regular in the correct upper half and lower half planes. Indeed we may express (3.11) as

$$
\begin{aligned}
& \frac{1}{2}\left(a^{2}+b^{2}\right)\left(w-\sigma_{1}\right)\left(w-\sigma_{2}\right) \prod_{n=-\infty}^{\infty}\left[\Delta_{n}-i \Psi_{n}\right] e^{[(k \rho-w b+w a i) / 2 \tau n\}+i(x / 2-\alpha)} \\
& \times \prod_{n=-\infty}^{\infty}\left[\Delta_{n}+i \Psi_{n}\right) e^{((k \rho-w b-w a i) / 2 n \pi]-i(\tau / 2-\alpha)}
\end{aligned}
$$

where now

$$
\sigma_{1}=k \cos \theta, \quad \sigma_{2}=k \cos (2 \alpha-\theta)
$$

and

$$
\Delta_{n}=\sqrt{\sin ^{2} \alpha\left(1-\frac{k \rho}{2 \pi n}\right)^{2}-\left(\frac{a k}{2 \pi n}\right)^{2},} \quad \Psi_{n}=\cos \alpha\left(1-\frac{k \rho}{2 \pi n}\right)+\frac{w a \csc \alpha}{2 \pi n},
$$

where again, the exponential factors following the infinite products have been chosen to insure the absolute convergence of the product. One should note at this point that the choice of these exponential factors is not unique and indeed need only be asymptotic to the factors which we have chosen. However, we shall see that a second integral function $\chi(w)$, introduced into the decomposition of $K(w)$, is determined in terms of the factors which we have chosen. We have finally that the factor

$$
\left(w-\sigma_{1}\right) \prod_{n=-\infty}^{-1}\left[\Delta_{n}-i \Psi_{n}\right] e^{[(k \rho-w b+w a i) / 2 \pi n]+i(\pi / 2-\alpha)} \prod_{n=1}^{\infty}\left[\Delta_{n}+i \Psi_{n}\right] e^{[(k \rho-w b-w a i) / 2 \pi n]-i(\pi / 2-\alpha)}
$$

has no zeros in the lower half plane $\Im n m w<\Im m k \cos \theta$, while the factor

$$
\left(w-\sigma_{2}\right) \prod_{n-1}^{\infty}\left[\Delta_{n}-i \Psi_{n}\right] e^{\{(k \rho-w b-w a i) / 2 \pi n]+i(\pi / 2-\alpha)} \prod_{n=-\infty}^{-1}\left[\Delta_{n}+i \Psi_{n}\right] e^{[(k \rho-w b-w a i) / 2 \pi n]-i(\pi / 2-\alpha)}
$$

has no zeros in the upper half plane $\Im m w>\Im m[k \cos (\theta-2 \alpha)]$. The factorization of

$$
\frac{\sin a \sqrt{k^{2}-w^{2}}}{\sqrt{k^{2}-w^{2}}}
$$

is more direct, for

$$
\begin{aligned}
\frac{\sin a \sqrt{k^{2}-w^{2}}}{\sqrt{k^{2}-w^{2}}} & =a \prod_{n=1}^{\infty}\left[1-\frac{a^{2}\left(k^{2}-w^{2}\right.}{n^{2} \pi^{2}}\right] \\
= & \frac{a^{3}}{\pi}(w-\kappa) e^{-i a w / \pi}(w+\kappa) e^{i a w / \pi} \prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}}+\frac{i a w}{\pi n}\right] e^{-i a w / \pi n} \\
& \times \prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}}-\frac{i a w}{\pi n}\right] e^{i a w / \pi n}
\end{aligned}
$$

The factor

$$
\frac{a}{\pi}(w-k) e^{-i a w / \pi} \prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}}+\frac{i a w}{\pi n}\right] e^{-i a w / \pi n}
$$

has no zeros in the lower half plane $\mathfrak{F} m w<\mathfrak{J} m \kappa$, while the factor

$$
\frac{a}{\pi}(w+\kappa) e^{i \alpha w / \pi} \prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}}-\frac{i a w}{\pi n}\right] e^{i a w / \pi n}
$$

has no zeros in the upper half plane $\Im m w>\Im m(-\kappa)$. We thus find that

$$
K_{-}(w)=\frac{\prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}}+\frac{i a w}{\pi n}\right] e^{-i a w / \pi n} \frac{a}{\pi}(w-\kappa) e^{-i a v / \pi} e^{\chi(w)}}{\left(w-\sigma_{1}\right) \prod_{n-\infty}^{-1}\left[\Delta_{n}-i \Psi_{n}\right) e^{(k p-w b+w a i) / 2 \pi n]+i(\pi / 2-\alpha)} \prod_{n=1}^{\infty}\left[\Delta_{n}+i \Psi_{n}\right] e^{((k p-w b-w a i) / 2 \pi n]-i(\pi / 2-\alpha)}}
$$

is free of zeros and poles in the lower half plane $\Im \mathrm{m} w<\Im \mathrm{m} k \cos \theta$. The factor $e^{x(w)}$ will be determined so as to make $K_{-}(w)$ have algebraic growth as $|w| \rightarrow \infty$ for $\Im m w<0$. With $\chi(w)$ so chosen, the integral function sought can only be algebraic growth for $|w| \rightarrow \infty . K_{-}(w)$ is regular in the lower half plane $\Im m w<\Im m k \cos \theta$. Finally,
$K_{+}(w)=\frac{\left(a^{2}+b^{2}\right)\left(w-\sigma_{2}\right) e^{X(w)} \prod_{n=1}^{B}\left[\Delta_{n}-i \Psi_{n}\right] e^{[(k p-w b+w a i) / 2 \pi n]+i(\pi / 2-\alpha)} \prod_{n=-\infty}^{--}\left[\Delta_{n}+i \Psi_{n}\right] e^{[(k p-\alpha b+w a i) / 2 \pi n]-i(\pi / 2-\alpha)}}{2 a \prod_{n=2}^{\infty}\left[\sqrt{1-\left(\frac{a k}{\pi n}\right)^{2}-}-\frac{i a w}{\pi n}\right] e^{i \omega w / \pi_{n}} \frac{a}{\pi}(w+\kappa) e^{i a w / \pi}}$
has no zeros or poles in the upper half plane $\Im \mathrm{m} w>\Im \mathrm{m} k \cos (\theta-2 \alpha)$.
We shall now discuss the asymptotic form of $K_{-}(w)$ as $|w| \rightarrow \infty, \Im_{\mathrm{m}} \mathbf{w}<0$. This procedure will enable us to determine the unknown integral function $\chi(w)$. It has been shown by Schwinger ${ }^{7}$ that functions of the form of $K_{-}(w)$ are independent of $k a$ for $|w| \rightarrow \infty, \mathfrak{Y} m w<0$, and $\pi<a k<2 \pi$. Thus

$$
\begin{align*}
K_{-}(w)=\frac{e^{X(w)} \prod_{n=2}^{\infty}\left[1+\frac{i a w}{\pi n 2}\right] e^{-i a w / \pi n} \frac{a}{\pi} e^{-i a w / \pi}}{\prod_{n-\infty}^{-1}\left[\sin \alpha-i\left(\cos \alpha+\frac{w a \csc \alpha}{2 \pi n}\right)\right] e^{[((\operatorname{wai}-w b) / 2 \pi n\}+i(\pi / 2-\alpha)}} \\
\times \frac{1}{\prod_{n=1}^{\infty}\left[\sin \alpha+i\left(\cos \alpha+\frac{w a \csc \alpha}{2 \pi n}\right)\right] e^{-[(w a i+w b / / 2 \pi n]-i(\pi / 2-\alpha)}} \tag{3.12}
\end{align*}
$$

The products in (3.12) are now in the form of gamma functions and

$$
K_{-}(w) \sim \frac{e^{\chi(w)}\left(\frac{w a \csc \alpha}{2 \pi}\right)^{2} e^{i w a \gamma / \pi} \Gamma\left(\frac{-w a \csc \alpha e^{-i \alpha}}{2 \pi}\right) \Gamma\left(\frac{w a \csc \alpha e^{i \alpha}}{2 \pi}\right)}{\frac{i a w}{\pi}\left(1+\frac{i a w}{\pi}\right) e^{i a w \gamma / \pi} \Gamma\left(\frac{i a w}{\pi}\right)}
$$

where $\gamma$ is the Euler-Mascheroni constant. Using the Stirling expansion theorem for $|w| \rightarrow \infty, \Im m w<0$ we get

$$
K_{-}(w) \sim \frac{e^{x(\omega)} a \csc ^{2} \alpha\left(-\frac{a w \csc \alpha}{2 \pi} e^{-i \alpha}\right)^{-[(\omega a \operatorname{coc} \alpha) / 2 \pi] 0^{-i \alpha-1 / 2}}\left(\frac{a w \csc \alpha}{2 \pi} e^{i \alpha}\right) e^{\left[(w a \csc \alpha) / 2 \pi e^{i \alpha}-1 / 2\right.}}{4 \pi^{2}\left(\frac{i a w}{\pi}\right)^{(\operatorname{cow} / \pi)-1 / 2}}
$$

$$
\sim \frac{C e^{x(\omega)+i \omega \omega / \pi[(\alpha-\pi / 2) \cot \alpha+\ln (\cos \alpha) / 2]}}{w^{1 / 2}}
$$

where $C$ is a constant. Thus if we choose

$$
x(w)=\frac{-i a w}{\pi}\left[\left(\alpha-\frac{\pi}{2}\right) \cot \alpha-\ln 2 \sin \alpha\right],
$$

$K_{-}(w)$ will have algebraic growth for $|w|$ large, $\Im \mathfrak{m} w<0$.
Now $J(w)$, which is proportional to the Fourier transform of the surface current density on the various plates, approaches zero for $|w|$ large, $\mathfrak{F} m w<0$. This assumes, of course, that $I_{0}(z)$ can at most be of exponential growth for $z$ large and positive and is integrable for $z$ finite. Thus $K_{-}(w) J(w)$ approaches zero for $|w|$ large and $\Im_{\mathrm{m}} \mathrm{w} v<0$. If we now return to Eq. (3.12) we see that as $|w|$ becomes large, $\mathfrak{\Im m w < 0 \text { , the integral }}$ function in (3.9) is asymptotic to zero. We may now apply the same argument to Eq. (3.10) and find that the integral function is again asymptotic to zero. But by a theorem of Liouville, and analytic function which is bounded in the entire complex plane is constant and in this case the constant must be zero. We thus have

$$
J(w)=\frac{2 i K_{+}(k \cos \theta)}{K_{-}(w)(w-k \cos \theta)} .
$$

If we were interested in the explicit form of the surface current density, we could obtain it from $J(w)$ by evaluating the Fourier inversion integral

[^4]$$
\frac{i}{\pi} \int_{c} \frac{K_{+}(k \cos \theta) e^{i w r} d w}{K_{-}(w)(w-k \cos \theta)}
$$
where $C$ is a contour which may be taken as a straight line within the strip of regularity of the Fourier transforms of $I(z), \phi_{1}(z), \phi_{0}(z)$ and $K(z)$. The contour is closed above by a semi-circle, which by familiar arguments in contour integration may be shown to make no contribution to the value of the integral. In the next section we shall show that it is possible to find the reflection and transmission coefficients without evaluating this integral in detail.
4. Investigation of the far fields. In order to find the reflection and transmission coefficients, we now investigate the asymptotic form of $\phi(x, z)$ for $|z|$ large. To this end we note that Eq. (2.3) can be written in Fourier integral representation as
$$
\phi(x, z)=\phi_{\mathrm{ino}}(x, z)+\frac{i}{4 \pi} \int_{C} \sum_{m=-\infty}^{\infty} \frac{e^{i w z+i k m \rho-i w m b+|x-m a|^{2} \overline{k^{2}-w^{2}}} J(w) d w}{\sqrt{k^{2}-w^{2}}}
$$
where $C$ is the contour which we described at the end of Section 3. This in turn, may simplified to
\[

$$
\begin{align*}
\phi(x, z)= & \phi_{\operatorname{Loc}( }(x, z) \\
& -\frac{i}{4 \pi} \int_{C} f(w) e^{i w 2 t i(k p-w)} \frac{\left[\sin \sqrt{k^{2}-w^{2}}(x-a n-a)+e^{i(k \rho-w b)} \sin \sqrt{k^{2}-w^{2}}(a n-x] d w\right.}{\sqrt{k^{2}-w^{2}}\left[\cos a \sqrt{k^{2}-w^{2}}-\cos (k \rho-w b)\right]}, \tag{4.1}
\end{align*}
$$
\]

where $n$ is the greatest integer contained in $x / a$. From (4.1) one can get the asymptotic form of $\phi(x, z)$ as $z$ becomes large and positive. Since $J(w)$ is regular in the lower half of the $w$ plane $\Im m z<\Im m k \cos \theta$, we can close the contour $C$ by a large semicircle which passes between the poles in the upper half plane. For $n a<x<(n+1) a$ it can be seen that due to the form of the integrand, there is no contribution from this circular are as its radius becomes infinite. In the upper half plane $\Im m w>\Im \mathrm{m} k \cos (2 \alpha-\theta)$, there are two poles which correspond to propagating modes, namely $w=k \cos \theta$ and $w=\kappa$. All other modes are attenuated modes in the sense that they have large positive imaginary parts compared to the imaginary parts of $k \cos \theta$ and $\kappa$. If we now express $J(w)$ as a function of $w$ and use the above described contour in the evaluation of the integral in (4.1) we have then to consider the asymptotic form of

$$
\frac{i}{2 \pi} \int_{C} e^{i(k p-w) n+t i w z} \frac{\left[\sin (x-a n-a) \sqrt{k^{2}-w^{2}}+e^{i(k \beta-w)} \sin \sqrt{k^{2}-w^{2}}(a n-x)\right] K_{+}(k \cos \theta) d w}{(w-k \cos \theta) K_{+}(w) \sin a \sqrt{k^{2}-w^{2}}} .
$$

This in turn is equal to $\left[e^{i k(x \sin \theta+z \cos \theta)}-T e^{i x z} \sin \pi x / a+\right.$ terms which approach zero for $z \gg 0$ ]. For $z$ large and positive, this is asymptotic to

$$
\phi_{\mathrm{ino}}(x, z)-T e^{\mathrm{irz}} \sin \frac{\pi x}{a}
$$

Hence, save for a numerical factor, the functional form of $\phi(x, z)$ as $z$ becomes infinite is $e^{i k z} \sin \pi x / a$, that is, it represents a travelling wave in the parallel plate region with propagation constant $\kappa$, as it should. The amplitude of this wave is

$$
T=|T| e^{i \theta}=\frac{\pi e^{i n(k \rho-\varepsilon b)}(-)^{n}\left[1+e^{i(k \rho-\kappa b)}\right] K_{+}(k \cos \theta)}{(\kappa-k \cos \theta) a^{2} \kappa K_{+}(\kappa)}
$$

and depends of course on the particular parallel plate region for which it has been computed. Since $T$ is the amplitude of the wave transmitted in the parallel plate region it is the transmission coefficient because the amplitude of the incident wave has been taken to be unity. If we now assume that $k$ is real, the magnitude of $T$ is

$$
|T|=\frac{2^{3 / 2} k \sin (\alpha-\theta)}{\sqrt{(k \cos \theta+\kappa)(k-k \cos (2 \alpha-\theta)}}
$$

a quantity independent of the particular parallel plate region considered. Its phase angle depends, of course, on the particular parallel plate region. We shall not give the phase angle explicitly since we shall not use it in our later discussions.

For $z$ large and negative we close the contour in the lower half of the $w$ plane. There is again no contribution from the circular arc which is drawn between the poles in the lower half plane and so we need only evaluate the residues from the poles in the lower half plane. The dominant contribution now arises from the pole $w=k \cos (\theta-2 \alpha)$ and in this case the dominant term is

$$
\frac{K_{+}(k \cos \theta) e^{i k[x \sin (2 \alpha-\theta)+z \cos (2 \alpha-\theta)]}}{k[\cos (2 \alpha-\theta)-\cos \theta] K_{+}^{\prime}[k \cos (2 \alpha-\theta)]},
$$

all other terms in the integrand approaching zero for $z$ large and negative. Here $K_{+}^{\prime}[k \cos (2 \alpha-\theta)]$ means, as usual, the derivative of $K_{+}(w)$ with respect to $w$ evaluated at $w=k \cos (2 \alpha-\theta)$. The amplitude of the reflected plane wave is the reflection coefficient $R$ if the amplitude of the incident wave is taken as unity, so that we now have

$$
R=\frac{K_{+}(k \cos \theta)}{k[\cos (2 \alpha-\theta)-\cos \theta] K_{+}^{\prime}[k \cos (2 \alpha-\theta)]}
$$

Assuming, once again that $k$ is real, the reflection coefficient may then be rewritten in complex polar form as follows:

$$
R=-e^{i\left(\theta_{1}-\theta_{2}\right)} \sqrt{\frac{(k \cos \theta-\kappa)(k \cos (2 \alpha-\theta)+\kappa)}{(k \cos \theta+\kappa)(k \cos (2 \alpha-\theta)-\kappa)}},
$$

where now

$$
\begin{aligned}
\Theta_{1}= & -\sum_{n=1}^{\infty}\left\{\left.\arcsin \frac{\cos \alpha+\frac{k a}{2 \pi n} \sin (\alpha-\theta)}{\sqrt{1-\frac{k a}{\pi n} \sin \theta}}-\frac{k a \cos \theta}{2 \pi n}-\left(\frac{\pi}{2}-\alpha\right) \right\rvert\,\right. \\
& +\sum_{n=-\infty}^{-1}\left\{\arcsin \frac{\cos \alpha+\frac{k a}{2 \pi n} \sin (\alpha-\theta)}{\sqrt{1-\frac{k a}{\pi n} \sin \theta}}-\frac{k a \cos \theta}{2 \pi n}-\left(\frac{\pi}{2}-\alpha\right)\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{n=2}^{\infty}\left\{\arcsin \frac{k a \cos \theta}{\pi n \sqrt{1-\left(\frac{k a}{\pi n}\right)^{2} \sin ^{2} \theta}}-\frac{k a}{\pi n} \cos \theta\right\} \\
& -\frac{a k}{\pi} \cos \theta\left\{1+\left(\alpha-\frac{\pi}{2}\right) \cos \alpha-\ln 2 \sin \alpha\right\}
\end{aligned}
$$

and

$$
\left.\begin{array}{rl}
\Theta_{2}= & -\sum_{n=1}^{\infty}\left\{\left.\arcsin \frac{\cos \alpha+\frac{k a}{2 \pi n} \sin (\theta-\alpha)}{\sqrt{1-\frac{k a}{\pi n} \sin (2 \alpha-\theta)}}-\frac{k a}{2 n \pi} \cos (\theta-2 \alpha)-\left(\frac{\pi}{2}-\alpha\right) \right\rvert\,\right. \\
& +\sum_{n=-\infty}^{-1} \left\lvert\, \arcsin \frac{\cos \alpha+\frac{k a}{2 \pi n} \sin (0-\alpha)}{\sqrt{1-\frac{k a}{\pi n} \sin (2 \alpha-\theta)}}-\frac{k a}{2 n \pi} \cos (\theta-2 \alpha)-\left(\frac{\pi}{2}-\alpha\right)\right.
\end{array}\right\}
$$

It is evident that there will be restrictions on $a / \lambda$ and $\theta$ if we are to have a single reflected plane wave. These restrictions become evident when we study the are sin sums and observe that conceivably the first term in the sums beginning with index unity can exceed unity. We have tacitly assumed that they do not, for otherwise they would appear in the amplitude factor as real terms. Thus we must see what is implied by the condition that all factors in the infinite products be complex, or equivalently $\Delta_{n}^{2}>0$. If we demand that $\Delta_{1}^{2}>0$ it is clear that all other $\Delta_{n} s, n=1,2, \cdots$ will also be $>0$. The condition $\Delta_{1}>0$ is equivalent to

$$
\begin{equation*}
\frac{a k}{\pi}=\frac{2 a}{\lambda}<\frac{\sin \alpha}{\cos ^{2} \frac{1}{2}(\theta-\alpha)} \tag{i}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{a k}{\pi}>-\frac{\sin \alpha}{\operatorname{sn}^{2} \frac{1}{2}(\theta-\alpha)} \tag{ii}
\end{equation*}
$$

Condition (ii) is always satisfied since $a / \lambda$ is always positive. Condition (i) can be more restrictive than the condition $1 / 2<a / \lambda<1$. For example, if $\theta=\pi / 12, \alpha=5 \pi / 12$, then condition (i) implies

$$
a / \lambda<.65 .
$$

5. No propagation in the parallel plate regions. In the Fourier transform solution of the integral equation (3.4) we have assumed that there was only one propagating mode in the parallel plate region, i.e.,

$$
I_{m}(z) \sim e^{i \times z} \sin \frac{\pi x}{a}, \quad \kappa>0
$$

for $z$ large and positive and $z$ in the parallel plate region. Suppose now we dispense with this assumption and ask what form the reflection coefficient takes if we now assume that $\kappa^{2}<0$, i.e., $0<a / \lambda<1 / 2$. In this case $\kappa$ is, of course, imaginary and

$$
I_{m}(z) \sim e^{-\sqrt{\left(x^{2} / a^{2}\right)-k^{2}}} 2 \sin \frac{\pi x}{a}
$$

for $z$ large and positive and $z$ in the parallel plate region. The result we desire can be obtained most easily by studying the result which we have obtained in Section 3.

We note that if $\kappa$ is purely imaginary and $k$ is real, the amplitude of the reflection coefficient becomes complex of magnitude unity. Indeed for $\kappa^{2}<0$
$\sqrt{\frac{(k \cos \theta-\kappa)(k \cos (2 \alpha-\theta)+\kappa)}{(k \cos \theta+\kappa)(k \cos (2 \alpha-\theta)-\kappa)}}$

$$
=\exp \left\{i\left[\arcsin \frac{k a \cos \theta}{\pi \sqrt{1-\left(\frac{k a}{\pi}\right)^{2} \sin ^{2} \theta}}-\arcsin \frac{k a \cos (2 \alpha-\theta)}{\pi \sqrt{1-\left(\frac{k a}{\pi}\right)^{2} \sin ^{2}(2 \alpha-\theta)}}\right]\right\} .
$$

Thus for this situation, the amplitude of the reflection coefficient is -1 . The phase angle $\Theta_{1}^{\prime}$ is given by

$$
\Theta_{1}^{\prime}=\Theta_{1}+\arcsin \frac{k a \cos \theta}{\pi \sqrt{1-\left(\frac{k a}{\pi}\right)^{2} \sin ^{2} \theta}}
$$

while $\Theta_{2}^{\prime}$ is now given by

$$
\Theta_{2}^{\prime}=\Theta_{2}+\arcsin \frac{k a}{\pi} \frac{\cos (2 \alpha-\theta)}{\sqrt{1-\left(\frac{a k}{\pi}\right)^{2} \sin ^{2}(2 \alpha-\theta)}}
$$

Hence the reflection coefficient for $0<a / \lambda<1 / 2$ is now $-e^{i\left(\theta_{1}^{\prime}-\theta_{2}^{\prime}\right)}$. For a single reflected wave, the inequality (i) in Section 4 must still be satisfied, although now it is not as severe.
6. Discussion of results. It should be pointed out that some of the results obtained from our calculations can be interpreted in a simple physical manner. For convenience, in this discussion, instead of the angle $\theta$ we use the angle $i$, which the incident wave makes with the normal to the trace of the edges of the plates. It is readily verified that

$$
i=\theta-\alpha+\frac{\pi}{2}
$$

and also that the angle $r$ which the reflected wave makes with the normal is also equal to $i$. The condition that there be only one reflected wave

$$
\frac{2 a}{\lambda}<\frac{\sin \alpha}{\cos ^{2} \frac{1}{2}(\theta-\alpha)}
$$

is seen to be a result of simple grating theory. If the waves scattered by a uniform grating are not to interfere constructively in the region from which the waves are incident (except for the specular case $r=i$ ) the condition $a^{\prime}(1+\sin i)<\lambda$ must be satisfied where $a^{\prime}$ is the distance between neighboring scatterers. In our case $a^{\prime}=a \csc \alpha$. Expressing $\theta$ in terms of $i$, the relation

$$
\frac{2 a}{\lambda}<\frac{\sin \alpha}{\cos ^{2} \frac{\lambda}{2}(\theta-\alpha)}
$$

is seen to be equivalent to $a \csc \alpha(1+\sin i)<\lambda$. If this condition is satisfied and the condition for no propagation, $\lambda>2 a$, is also satisfied, the plates act as a perfect plane mirror. However, while the magnitude of the reflected wave is unity, its phase is not $\pi$ but $\Theta_{1}^{\prime}-\Theta_{2}^{\prime}$. It is easily shown that it will be $\pi$ on any plane parallel to that of the trace at a distance $d$ given by

$$
(4 \pi d / \lambda) \cos i+2 m \pi=\Theta_{2}^{\prime}-\Theta_{1}^{\prime} \quad m=0, \pm 1, \pm 2, \cdots
$$

Therefore, as far as all distant fields are concerned, the plates behave in this case like a perfect plane mirror whose surface coincides with any of the planes given by the above equation.

When transmission is possible in the parallel plate region the wavelength in this region differs from that in free space. One would, therefore, expect to find some analogy with the phenomena associated with a plane interface between two dielectric media. This can be shown for the case $\alpha=\pi / 2$. In this case the magnitude of the reflection coefficient is

$$
|R|=\frac{k \cos i-\kappa}{k \cos i+k}
$$

This expression is identical with that obtained for the reflection at a dielectric interface of a wave with the electric vector parallel to the interface. The phases are different in the two cases and one can again find a set of planes at a distance $d$ from the trace given by

$$
(4 \pi d / \lambda) \cos i+2 m \pi=\Theta_{2}-\Theta_{1}, \quad m=0, \pm 1, \cdots
$$

such that the distant fields are identical in the two cases if we regard any one of the planes as the interface.

The expression for the magnitude of the reflection coefficient should be of use in estimating the reflection of waves incident on a metal lens provided that the radius of curvature of the lens (i.e., the angle $\alpha$ ) does not vary too rapidly.


# A PROBLEM IN THE PROPAGATION OF SHOCK* 
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Introduction. This paper deals with a single problem in the rectilinear motion of a gas, namely, what is the subsequent behavior of a gas initially at rest if its initial density is a constant $\rho_{0}$ in the region $|x|<1$ and a constant $\rho_{2}<\rho_{0}$ in the region $|x|>1$ ?

The behavior of the gas is an idealization of the behavior of the atmosphere in an infinitely long right circular cylinder after an explosion within the cylinder.

It is assumed that the pressure $p$ and density $\rho$ of the gas are related by the isentropic law $p=k^{2} \rho^{\gamma}$ where $k^{2}$ is constant for all $x$ and all $\ell$. Under the law of conservation of energy ${ }^{1}$ (Rankine-Hugoniot equation) there is a change ${ }^{2}$ in entropy across a shock and the results in the paper may be regarded as an approximation to the actual state of affairs only in the case where the change in density across the shock is very small with a correspondingly small change in entropy.

At times the author has not hesitated to restrict attention to a monatomic gas ( $\gamma=5 / 3$ ) in order to avoid formal mathematical difficulties. ${ }^{3}$ The behavior of the gas undergoes marked changes as the difference $\rho_{0}-\rho_{2}$ between the initial densities is permitted to vary. ${ }^{4}$

If $\rho_{0}-\rho_{2}$ is sufficiently small the two initial shocks give rise to shocks traveling in opposite directions towards infinity as $t$ increases indefinitely. Up to a certain instant the shocks travel with constant velocity greater than the velocity of sound in the undisturbed gas. After this instant their velocity of propagation decreases monotonically with time, to approach the velocity of sound in the undisturbed gas as the shocks recede to infinity. ${ }^{5}$ The behavior of the gas between the two shocks is followed up to a stage when the mapping of Riemann's $(r, s)$-plane upon the $(x, t)$-plane loses its one-to-one character. The further behavior of the gas still awaits determination.

Plates 1 and 2 at the end of the paper present qualitatively the variation of density (or pressure), over the gas for $\rho_{0}-\rho_{2}$ sufficiently small.

1. Fundamental principles. Assuming that the pressure $p$ is a monotonic increasing function of the density $\rho$ and denoting the velocity by $u$, the partial differential equations

[^5]$$
\rho\left(u_{l}+u_{x} u\right)+G^{2} \rho_{x}=0, \quad \rho_{l}+(\rho u)_{x}=0, \quad G^{2}=G^{2}(\rho)=p^{\prime},
$$
for $u, \rho$ become
\[

$$
\begin{equation*}
r_{t}+\alpha r_{x}=0, \quad s_{t}+\beta s_{x}=0, \quad \alpha=u+G, \quad \beta=u-G, \tag{1}
\end{equation*}
$$

\]

if we set

$$
\begin{equation*}
u=r+s, \quad \int_{0}^{\rho}(G / \rho) d \rho=r-s>0 \tag{2}
\end{equation*}
$$

Clearly $u, \rho$ are monotonic increasing functions of $r+s, r-s$ respectively and

$$
\begin{equation*}
\alpha=\alpha(r, s)=r+s+G(\rho(r-s)), \quad \beta=\beta(r, s)=r+s-G(\rho(r-s)) \tag{3}
\end{equation*}
$$

satisfy

$$
\begin{equation*}
\alpha(-s,-r)=-\beta(r, s), \quad \beta(-s,-r)=-\alpha(r, s) . \tag{4}
\end{equation*}
$$

A point of the ( $u, p$ )-plane, or its correspondent by (2) in the $(r, s)$-plane, is said to represent or be a state of the gas. The points of the $(r, s)$-plane representing states of the gas comprise a half-plane $r \geqq s$ termed the state plane. Points representing states having the same velocity (density) lie on the lines $r+s=$ const. ( $r-s=$ const.) and the velocity (density) of a state increases with the distance of the point $(r, s)$ from the line of zero velocity $r=-s$ (the line of zero density $r=s$ ). The velocity is positive or negative according as $(r, s)$ lies above or below the line $r=-s$.

In general a solution $r=r(x, t), s=s(x, t)$ of (1) transforms a region of the $(x, t)$ plane into a region in the state plane and is single valued. The inverse transformation $T: x=x(r, s), t=t(r, s)$ is not necessarily single-valued and is regarded as assigning the state $(r, s)$ to its transform ( $x, t$ ). Corresponding to (1) there is the system

$$
\begin{equation*}
x_{r}-\beta t_{r}=0, \quad x_{s}-\alpha t_{s}=0, \tag{5}
\end{equation*}
$$

of partial differential equations for $x(r, s), t(r, s)$ in $T$. The Jacobian $J$ of $T$ is

$$
\begin{equation*}
J=-(\alpha-\beta) t_{r} t_{s}=-2 G t_{r} t_{s} \tag{6}
\end{equation*}
$$

If $x, t$ are solutions of (5), the system of Pfaff

$$
d w=(x-\alpha t) d r+(x-\beta t) d s, \quad d v=2 \frac{x-\alpha l-v}{\alpha-\beta} d r-2 \frac{x-\beta t-v}{\alpha-\beta} d s,
$$

is completely integrable, and conversely. When we write

$$
\begin{equation*}
x-\dot{\alpha} t=w_{\mathrm{r}}, \quad x-\beta t=w_{s}, \tag{7}
\end{equation*}
$$

the integrability condition for the second equation becomes ${ }^{7}$

$$
\begin{equation*}
(\alpha-\beta) w_{r e}-\beta_{r}\left(w_{r}-w_{r}\right)=0 . \tag{8}
\end{equation*}
$$

Taking $w$ a solution of (8) it follows from (7) that a transformation $T$ is

$$
T_{w}: \quad x=-\frac{\beta w_{r}-\alpha w_{s}}{\alpha-\beta}, \quad t=-\frac{w_{r}-w_{A}}{\alpha-\beta} .
$$

The following theorem is a direct consequence of (4).

[^6]ThEOREM 1. Given $w=w(r, s)$ a solution of (8), another solution is $\bar{w}=w(-s,-r)$ and $T_{w}, T_{\bar{w}}$ map points which are reflections of each other in the line of zero velocity $r=-s$, into points which are reflections of each other in the line $x=0$.

As a corollary, we see that if $w(r, s)=w(-s,-r)$ points which are reflections of each other in the line $r=-s$, are carried by $T_{w}$ into points which are reflections of each other in $x=0$.

The theorem is obvious a priori on physical grounds. Given any motion of the gas, its particles may be reflected in the plane $x=0$ to gain another motion.

Taking $r=r_{0}=$ const., the second equation in (1) upon multiplication by $d \beta / d s$ becomes

$$
\beta_{t}+\beta \beta_{x}=\frac{\partial(x-\beta t, \beta)}{\partial(x, t)}=0
$$

and therefore a solution of (1) is given implicitly by ${ }^{8}$

$$
\begin{equation*}
r=r_{0}, \quad x-\beta t=\Psi(\beta) \tag{9}
\end{equation*}
$$

$\Psi(\beta)$ denoting an arbitrary function of $\beta$. Corresponding to $s=s_{0}=$ const., a solution of (1) is obtained from

$$
\begin{equation*}
x-\alpha t=\Phi(\alpha), \quad s=s_{0} \tag{10}
\end{equation*}
$$

For a fixed $s$ in (9) the state $\left(r_{0}, s\right)$ is assigned ${ }^{9}$ to all points of the straight line $x-\beta t=\Psi(\beta)$. This line is termed a propagation line and the state $\left(r_{0}, s\right)$ is said to be propagated along it. Physically the state $\left(r_{0}, s\right)$ is propagated through the gas with a velocity $\beta$ with respect to a fixed plane.

Let us assume that $T_{w}$ puts the states of a region $R$ of the state plane in (one-toone correspondence with the points of a region $X$ of the $(x, t)$-plane. The transform by $T_{w}$ of a segment of $r=$ const. ( $s=$ const.) in $R$ is a curve in $X$ termed an $r$-curve (s-curve). The $r$ and $s$-curves provide a curvilinear coordinate system on $X$ from which the state of the gas may be read off at any point of $X$.

From (5) the slope of an $r(s)$-curve ${ }^{10}$ is $1 / \alpha(1 / \beta)$; from (9), (10) the propagation lines drawn from the points of an $r(s)$-curve have slope $1 / \beta(1 / \alpha)$. Therefore the tangents drawn to $s(r)$-curves at the points of an $r(s)$-curve are propagation lines and, in so far as they do not intersect, may be used to assigned the states on the $r(s)$-curve to the points of the region covered by them.

Two $r(s)$-curves $C, \bar{C}$ transforms of $r=r_{0}\left(s=s_{0}\right)$ under $T_{w}, T_{\bar{w}}$ respectively are said to be propagated from each other if the propagation lines drawn from points of $C, \bar{C}$ which are transforms of the same state are identical.

Lemma 1. Two $r[s]$-curves $C, \bar{C}$ transforms by $T_{w}, T_{\bar{w}}$ of $r=r_{0}\left[s=s_{0}\right]$ are propagated from each other if, and only if $w_{s}\left(r_{0}, s\right)=\bar{w}_{s}\left(r_{0}, s\right)\left[w_{r}\left(r, s_{0}\right)=\bar{w}_{r}\left(r, s_{0}\right)\right]$.

From (7) parametric equations of $C, \bar{C}$ are

$$
\begin{array}{lll}
C: & x-\alpha\left(r_{0}, s\right) t=w_{r}\left(r_{0}, s\right), & x-\beta\left(r_{0}, s\right) t=w_{s}\left(r_{0}, s\right), \\
\bar{C}: & x-\alpha\left(r_{0}, s\right) t=w_{r}\left(r_{0}, s\right), & x-\beta\left(r_{0}, s\right) t=\bar{w}_{s}\left(r_{0}, s\right) .
\end{array}
$$

[^7]Along a propagation line propagating the state $\left(r_{0}, s\right)$ we have $x-\beta\left(r_{0}, s\right) t=$ const. Hence propagation lines drawn from a point on $C$ and a point on $\bar{C}$, both transforms of the same state $\left(r_{0}, s\right)$ will be identical if, and only if, $w_{s}\left(r_{0}, s\right)=\bar{w}_{0}\left(r_{0}, s\right)$.

It is interesting to note that tangents drawn to $C, \bar{C}$ at points which are transforms of the same state are parallel.

Lemma 2. Given two $r[s]$-curves $C, \bar{C}$ which are propagated from each other, curve $\bar{C}$ will pass through a point $(\bar{x}, \bar{t})$ on the propagation line propagating the state $\left(r_{0}, \bar{s}\right)$, $\left[\left(\bar{r}, s_{0}\right)\right]$ from $C$ if and only if $\bar{w}_{r}\left(r_{0}, \bar{s}\right)=\bar{x}-\alpha\left(r_{0}, \bar{s}\right) \bar{t}\left[\bar{u}_{0}\left(\bar{y}, s_{0}\right)=\bar{x}-\beta\left(\bar{r}, s_{0}\right) \bar{l}\right]$. This condition determines $\bar{w}_{r}\left(r_{0}, s\right)\left[\bar{w}_{s}\left(r, s_{0}\right)\right]$ uniquely.

The first part of the lemma follows from the parametric equations of $\bar{C}$. To prove the second part we set $r=r_{0}, w=\bar{w}$ in (8) to obtain an ordinary, linear differential equation for $\bar{w}_{r}$ since $\bar{w}_{s}=w$, is a known function of $s$. This determines $\bar{w}_{r}$ uniquely, for $\bar{w}_{r}$ is known when $s=\bar{s}$.
2. Shocks and buffer waves. Under the assumption that $G$ increases with $\rho$ it follows that $G=G(\rho(r-s))$ is an increasing [decreasing] function of $r[s$ ] for fixed $s[r]$; from (3), one concludes that $\alpha[\beta]$ is an increasing function of $r[s]$ for fixed $s[r]$.

Lemma 3. If inilially $r=r_{0}$ for $-\infty<x<+\infty$ and $s=s_{1}$ or $s_{2}$ as $x<0$ or $x>0$ with $s_{1}<s_{2}$, subsequently the state of the gas is unchanged exterior to the "buffer region" between the lines $x=\beta\left(r_{0}, s_{1}\right) t, x=\beta\left(r_{0}, s_{2}\right)$. Within this region the state $\left(r_{0}, s\right)$ with $s_{1}<s<s_{2}$ is propagated ${ }^{11}$ along the propagation line $x=\beta\left(r_{0}, s\right)$ t.

Initial states are propagated along the propagation lines

$$
x-\beta\left(r_{0}, s_{1}\right) t=k_{1}<0, \quad x-\beta\left(r_{0}, s_{2}\right) t=k_{2}>0, \quad \beta\left(r_{0}, s_{1}\right)<\beta\left(r_{0}, s_{2}\right),
$$

which diverge as shown in Figure 1 to assign the state $\left(r_{0}, s_{1}\right)$ to the region on the left of $O A_{1}$ and the state ( $r_{0}, s_{2}$ ) to the region on the right of $O A_{2}$. To obtain the states in


Fig. 1.
the buffer region $A_{1} O A_{2}$ one sets $\Psi(\beta) \equiv 0$ in (9) and draws the propagation line $x=\beta\left(r_{0}, s\right) t$ from 0 . Along this propagation line the state is $\left(r_{0}, s\right)$ and as $s$ ranges from $s_{1}$ to $s_{2}$ the propagation line-turns from $O A_{1}$ to $O A_{2}$ to assign states to all points of the

[^8]buffer region. It will be observed that the states vary continuously along a line $t=t_{0}>0$.

In this solution of (1), the inverse transformation $T$ is not single-valued the, segment $s_{1} \leqq s \leqq s_{2}$ of $r=r_{0}$ being carried by $T$ into the half-plane $t \geqq 0$.

Physically the buffer region corresponds to a disturbance $P_{1} P_{2}$ affecting two bodies of gas of different uniform states in contact with one another initially, the end points of the disturbance traveling with the local velocity of sound in the two bodies of gas. The passage of this disturbance through the gas is termed a buffer wave.

A shock exists at $x=\xi$ if $\rho_{1} \neq \rho_{2}$ and is propagated with a velocity ${ }^{12}$

$$
\begin{equation*}
\dot{\xi}=u_{1} \pm \sqrt{\frac{\rho_{2}}{p_{1}} \frac{p_{1}-p_{2}}{\rho_{1}-\rho_{2}}}=u_{2} \pm \sqrt{\frac{\rho_{1}}{\rho_{2}} \frac{p_{1}-p_{2}}{\rho_{1}-\rho_{2}}}, \tag{11}
\end{equation*}
$$

where

$$
\begin{array}{lll}
u_{1}=u(\xi-0), & \rho_{1}=\rho(\xi-0), & p_{1}=p(\xi-0) \\
u_{2}=u(\xi+0), & \rho_{2}=\rho(\xi+0), & p_{2}=p(\xi+0) .
\end{array}
$$

The curve $x=\xi(t)$ in the $(x, t)$-plane is termed a shock curve. It will be sufficient for the purposes of this investigation to consider progressive condensation shocks arising when $\rho_{1}>\rho_{2}$ and the positive sign is taken in (11). For a shock of this type one has the condition

$$
\begin{equation*}
u_{1}-u_{2}=\sqrt{\left(p_{1}-p_{2}\right)\left(\rho_{2}^{-1}-\rho_{1}^{-1}\right)}, \tag{12}
\end{equation*}
$$

with

$$
\begin{equation*}
\xi=\left(u_{1} \rho_{1}-u_{2} \rho_{2}\right)\left(\rho_{1}-\rho_{2}\right)^{-1} . \tag{13}
\end{equation*}
$$

If $\left(r_{1}, s_{1}\right),\left(r_{2}, s_{2}\right)$ denote the correspondents of $\left(u_{1}, \rho_{1}\right),\left(u_{2}, \rho_{2}\right)$ by (2) and the state ( $r_{2}, s_{2}$ ) on the right of the shock is given, the state ( $r_{1}, s_{1}$ ) on the left of the shock is not uniquely determined but, by (12), may be any point of the curve.
$r+s=r_{2}+s_{2}+\sqrt{\left(p-p_{2}\right)\left(\rho_{2}^{-1}-\rho^{-1}\right)}, \quad p=p(r-s), \quad \rho=p(r-s)>\rho_{2}$
in the state plane. This curve is termed the compatibility curve of the state ( $r_{2}, s_{2}$ ) and its equation may be written in the parametric form

$$
\begin{align*}
& r=\frac{1}{2}\left\{r_{2}+s_{2}+v+\sqrt{\left(p-p_{2}\right)\left(\rho_{2}^{-1}-\rho^{-1}\right)}\right\}, \\
& s=\frac{1}{2}\left\{r_{2}+s_{2}-v+\sqrt{\left(p-p_{2}\right)\left(\rho_{2}^{-1}-\rho^{-1}\right)}\right\}, \quad v>v_{2},
\end{align*}
$$

upon introducing the parameter $v=r-s_{1}$ where, of course, $v_{2}=r_{2}-s_{2}$.
Lemma 4. The compatibility curve of a state ( $r_{2}, s_{2}$ ) rises with increasing $r$ from the point $\left(r_{2}, s_{2}\right)$, at which it has a horizontal tangent.

Both derivatives of $r, s$ with respect to $v$ will be positive provided

$$
\frac{\rho}{\rho_{2}} G^{2}(\rho)>\frac{p-p_{2}}{\rho-\rho_{2}}=G^{2}(\bar{\rho}) \text { where } \rho_{2}<\bar{\rho}<\rho_{1}
$$

[^9]which inequality holds for $\rho>\rho_{2}$ under the assumption that $G$ increases with $\rho$.

We shall now consider the simultaneous generation of a shock and buffer wave ${ }^{13}$ as pictured in Figure 2 where $B$ is a buffer region between two regions $R_{0}, R_{1}$ of uniform state $\left(r_{0}, s_{0}\right),\left(r_{1}, s_{1}\right)$ respectively and $O S$ is the shock line separating $R_{1}$ from the region $R_{2}$


Fig. 2. of uniform state ( $r_{2}, s_{2}$ ).

Lemma 5. A shock and buffer wave are generated simultaneously ${ }^{13}$ at the contact of two bodies of gas of different uniform states $\left(r_{0}, s_{0}\right),\left(r_{2}, s_{2}\right)$ provided the point $\left(r_{0}, s_{0}\right)$ in the state plane lies directly underneath the compatibility curve of the state ( $r_{2}, s_{2}$ ).

Choosing the state ( $r_{2}, s_{2}$ ) in $R_{2}$ arbitrarily, the state in $R_{1}$ must be represented by a point on the compatibility curve of the state ( $r_{2}, s_{2}$ ) ; and if this point lies directly above ( $r_{0}, s_{0}$ ) the existence of the buffer region $B$ is assured by Lemma 3.
3. The isentropic case. Here $p=k^{2} \rho^{\gamma}$ with $k, \gamma>1$ constants and $G$ increases with $\rho$ so that the results of $\$ 2$ remain in force. Moreover

$$
\begin{equation*}
G=\frac{\gamma-1}{2}(r-s), \quad \alpha=\frac{1+\gamma}{2} r+\frac{3-\gamma}{2} s, \quad \beta=\frac{3-\gamma}{2} r+\frac{1+\gamma}{2} s, \tag{15}
\end{equation*}
$$

and (8) becomes

$$
\begin{equation*}
(r-s) w_{r s}-m\left(w_{r}-w_{s}\right)=0, \quad m=\frac{3-\gamma}{2(\gamma-1)} \tag{16}
\end{equation*}
$$

For monatomic gases $\gamma=5 / 3$ one finds $\alpha=\frac{2}{3}(2 r+s), \beta=\frac{2}{3}(r+2 s)$. Also $m=1$ and (16) becomes

$$
(r-s) w_{T s}-\left(w_{r}-w_{s}\right)=0,
$$

the general solution of which is

$$
\begin{equation*}
w=\frac{R-S}{r-s}, \quad R=R(r), \quad S=S(s) \tag{17}
\end{equation*}
$$

$R(r), S(s)$ being arbitrary functions. The transformation $T_{w}$ is

$$
\begin{equation*}
x=-\frac{(r+2 s) w_{r}-(2 r+s) w_{s}}{r-s}, \quad t=-\frac{3}{2} \frac{w_{T}-w_{s}}{r-s} \tag{18}
\end{equation*}
$$

or, from (17)

$$
\begin{align*}
& x=3 \frac{r+s}{(r-s)^{3}}(R-S)-\frac{(r+2 s) R^{\prime}+(2 r+s) S^{\prime}}{(r-s)^{2}} \\
& t=\frac{3(R-S)}{(r-s)^{3}}-\frac{3}{2} \frac{R^{\prime}+S^{\prime}}{(r-s)^{2}}
\end{align*}
$$

[^10]so that
\[

$$
\begin{align*}
& t_{r}=-\frac{3}{2} \frac{(r-s)^{2} R^{\prime \prime}-2(r-s)\left(2 R^{\prime}+S^{\prime}\right)+6(R-S)}{(r-s)^{4}} \\
& t_{s}=-\frac{3}{2} \frac{(r-s)^{2} S^{\prime \prime}+2(r-s)\left(R^{\prime}+2 S^{\prime}\right)-6(R-S)}{(r-s)^{4}} \tag{19}
\end{align*}
$$
\]

primes denoting differentiations of $R, S$ with respect to their arguments.
Lemma 6. For a monatomic gas the compatibility curve of a state ( $r_{2}, s_{2}$ ) is an arc of an algebraic curve of eighth degree ending at $\left(r_{2}, s_{2}\right)$, about which the points of the arc permit the expansions
$r=r_{2}+v-v_{2}+\kappa\left(v-v_{2}\right)^{3}+\cdots, \quad s=s_{2}+\kappa\left(v-v_{2}\right)^{3}+\cdots, \quad \kappa=1 / 3 v_{2}^{2}$.
At all other points $r$ is a regular analytic function of $s$ with a positive derivative and $r, s$ are regular analytic functions (14') of the uniformizing parameter $v$, with respect to which they possess positive derivatives.

For monatomic gases equations (14), (14') become

$$
\begin{align*}
r+s & =r_{2}+s_{2}+\sqrt{\frac{1}{16}}\left[(r-s)^{5}-\left(r_{2}-s_{2}\right)^{5}\right]\left[\left(r_{2}-s_{2}\right)^{-3}-(r-s)^{-3}\right]  \tag{21}\\
r & =\frac{1}{2}\left[r_{2}+s_{2}+v+\sqrt{\frac{1}{15}\left(v^{5}-2_{2}^{5}\right)\left(v_{2}^{-3}-v^{-3}\right)}\right] \\
s & =\frac{1}{2}\left(r_{2}+s_{2}-v+\sqrt{\frac{1}{15}\left(v^{5}-v_{0}\right)\left(v_{2}^{-3}-v^{-3}\right)}\right]
\end{align*}
$$

from which the statements in the lemma follow straight forwardly.
We return to the general adiabatic case. A point in the state plane represents a state for which the velocity is subsonic, sonic or supersonic according as the point lies in, on the boundary of, or exterior to the region $\alpha>0, \beta<0$ between the straight lines $\alpha=0, \beta=0$.

Lemma 7. The angle of inclination $\theta$ of the tangent at a point of an $r[s]$-curve is less [greater] than the angle of inclination $\phi$ of the propagation line drawn from thes point. Both angles lie between 0 and $\pi$ and are decreasing functions of $s[r]$.

The lemma is obvious in view of (15) and previous results in $\$ 1$ on the slopes of $r, s$-curves and propagation lines.

Lemma 8. If $T_{w}$ puts a region $R$ of the state plane in (1-1) correspondence with a region $X$ of the $(x, t)$-plane and if the Jacobian $J$ of $T_{w}$ never vanishes in $R$, the curvature of an $r[s]$-curve in $X$ has a fixed sign and the parts of the propagation lines drawn on the convex side do not intersect.
4. The first initial value problem. Returning to the problem formulated in the introduction, the correspondents of the initial states $\left(0, \rho_{0}\right),\left(0, \rho_{2}\right)$ of the gas are represented by the points $P_{0}\left(r_{0}, s_{0}\right), P_{2}\left(r_{2}, s_{2}\right)$ of the state plane in Figure 3a. Both $P_{0}, P_{2}$ lie on the line of zero velocity $r+s=0$, with $r_{0}>r_{2}$, since $\rho_{0}>\rho_{2}$.

From Lemma 4 we observe that $P_{0}$ lies directly underneath a point $Q\left(r_{0}, s_{1}\right)$ of the compatibility curve of $P_{2}$ and therefore, according to Lemma 5, a shock and buffer wave are generated simultaneously in the gas at $x=1$. In Figure $3 b$ the shock
line from $A(1,0)$ is $A Q^{\prime \prime}$ and the buffer region is $P_{0}^{\prime} A Q^{\prime}$. States in the regions $O A P_{0}^{\prime}, Q^{\prime} A Q^{\prime \prime}, Q^{\prime \prime} A x$ are represented by points $P_{0}, Q, P_{2}$ respectively in Figure 3a. It is obvious from symmetry considerations that a shock line $\bar{A} \bar{Q}^{\prime \prime}$ and a buffer region


Fig. 3a.


Fig. 3b.
$P_{0}^{\prime} \bar{A} \bar{Q}^{\prime}$ emanate from $\bar{A}(-1,0)$ and that states in the regions $O \bar{A} P_{0}^{\prime}, \bar{Q}^{\prime} \bar{A} \bar{Q}^{\prime \prime}, \bar{Q} \bar{Q}^{\prime \prime} \bar{A} x$ are represented by points $P_{0}, \bar{Q}, P_{2}$ in Figure 3 a with $\bar{Q}$ the reflection of $Q$ in the line $r+s=0$. In the buffer region emanating from $A[\bar{A}]$, we have $r=r_{0}\left[s=s_{0}\right]$ and the equations of the propagation line are
$x-\beta\left(r_{0}, s\right) t=+1, \quad s_{0} \leqq s \leqq s_{1}, \quad\left[x-\alpha\left(r, s_{0}\right) t=-1, \quad r_{1} \leqq r \leqq r_{0}\right]$

$$
\begin{equation*}
\left(r_{1}=-s_{1}\right) \tag{22}
\end{equation*}
$$

As $s[r]$ ranges from $s_{0}\left[r_{0}\right]$ to $s_{1}\left[r_{1}\right]$ the propagation line from $A[\bar{A}]$ turns from $A P_{0}^{\prime}\left[\bar{A} P_{0}^{\prime}\right]$ to $A Q^{\prime}\left[\bar{A} \bar{Q}^{\prime}\right]$, with $t=G_{0}^{-1}$ where $G_{0}=G\left(\rho_{0}\right)$ at $P_{0}^{\prime}$. These propagation lines intersect on the $t$-axis above $P_{0}^{\prime}$ to assign different states to their intersection points. We avoid such a physical impossibility by terminating them on the arcs $P_{0}^{\prime} Q^{\prime}, P_{0}^{\prime} \bar{Q}^{\prime}$ in Figure 3b. The propagation lines assign the states on $\bar{Q} P_{0} Q$ to the points of $\bar{Q}^{\prime} P_{0}^{\prime} Q^{\prime}$ and we seek a $T_{w}$ which carries $\bar{Q} P_{0} Q$ into $\bar{Q}^{\prime} P_{0}^{\prime} Q^{\prime}$ and assigns the same states to the same points of the latter arc. A comparison of (7) with (22) leads to the following initial value problem.

The First Initial Value Problem. Given two constants $r_{0}$, $s_{0}$, find a solution w ${ }^{(1)}$ of (16) for which $w_{r}^{(1)}\left(r, s_{0}\right)=-1, w_{s}^{(1)}\left(r_{0}, s\right)=+1$.

Before giving the solution for the general adiabatic case, we recall a few facts concerning the resolvent ${ }^{14}$ of (16). This resolvent is a two parameter family of solutions $v=v\left(r, s ; r_{0}, s_{0}\right)$ of the conjugate equation $(r-s) v_{r s}+m\left(v_{r}-v_{s}\right)=0$ mecting the initial conditions $v_{r}\left(r, s_{0} ; r_{0}, s_{0}\right)=+1, v_{s}\left(r_{0}, s ; r_{0}, s_{0}\right)=-1$, and is given by

$$
\begin{aligned}
v= & \left(r-r_{0}\right)\left(\frac{r_{0}-s}{r_{0}-s_{0}}\right)^{m} F_{1}\left(1-m ; m ;-m ; 2 ; \frac{r-r_{0}}{s_{0}-r_{0}} ; \frac{r-r_{0}}{s-r_{0}}\right) \\
& -\left(s-s_{0}\right)\left(\frac{r-s_{0}}{r_{0}-s_{0}}\right)^{m} F_{1}\left(1-m ; m ;-m ; 2 ; \frac{s-s_{0}}{r_{0}-s_{0}} ; \frac{s-s_{0}}{r-s_{0}}\right)
\end{aligned}
$$

${ }^{14}$ See I, in particular $\$ 3$ and $\$ 5$.
where $F_{1}$ is Appell's first hypergeometric function of two variables. The solution w ${ }^{(1)}$ of the first initial value problem is obtained by replacing $m$ by $-m$ and changing the sign of the resolvent.

Monatomic gases present the simplest mathematical problem and from now on they will receive our attention exclusively. For them $m=1$ and

$$
\begin{equation*}
w^{(1)}=-\frac{\left(r-r_{0}\right)\left(r-s_{0}\right)+\left(s-r_{0}\right)\left(s-s_{0}\right)}{r-s}=\frac{r_{0}^{2}-r^{2}-\left(s^{2}-s_{0}^{2}\right)}{r-s} \tag{23}
\end{equation*}
$$

the last equation holding provided $r_{0}+s_{0}=0$.
Comparison of (17) and (23) yields

$$
\begin{equation*}
R=r_{0}^{2}-r^{2}, \quad S=s^{2}-s_{0}^{2} \tag{24}
\end{equation*}
$$

so that ( $18^{\prime}$ ) and (19) become

$$
\begin{array}{ll}
x^{(1)}=-(r+s) \frac{(r-s)^{2}+6\left(r s+r_{0} s_{0}\right)}{(r-s)^{3}}, & t^{(1)}=-6 \frac{r s+r_{0} s_{0}}{(r-s)^{3}}, \\
t_{r}^{(1)}=9(r-s)^{-4}\left(\alpha s-2 r_{0}^{2}\right) & t_{s}^{(1)}=-9(r-s)^{-4}\left(\beta r-2 r_{0}^{2}\right), \tag{26}
\end{array}
$$

where the superscripts record that $w=w^{(1)}$ in $T_{w}$. In the subsonic region of the state plane $\alpha>0, \beta<0$ and, therefore in this region

$$
\begin{equation*}
t_{r}^{(1)}<0, \quad t_{a}^{(1)}>0, \quad J^{(1)}>0 . \tag{27}
\end{equation*}
$$

The square $P_{0} Q P_{1} \bar{Q}$ in Figure 3 a is termed the primary region. As $\rho_{0}$ increases from $\rho_{2}$ the primary region expands from point $P_{2}$ till eventually $P_{1}$ leaves the state plane. We consider only values of $\rho_{0}$ for which the primary region lies entirely in the subsonic region and forego examination of the several interesting cases which arise ${ }^{15}$ when this is not the case.

Arc $P_{0}^{\prime} Q^{\prime}$, the transform of $P_{0} Q$ by $T_{w^{(1)}}$, is tangent to $\bar{A} P_{0}^{\prime}$ at $P_{0}^{\prime}$ and has slope $\tan \theta=1 / \alpha>0$. Since $t^{(1)}$ increases by (27) and the acute angle $\theta$ decreases by Lemma 7 with increasing $s$, arc $P_{0}^{\prime} Q^{\prime}$ is concave downwards. Likewise arc $Q^{\prime} P_{1}^{\prime}$ the transform of $Q P_{1}$ by $T_{w^{(1)}}$, is concave downwards. From (23) and the corollary to Theorem 1 it follows that arcs $P_{0}^{\prime} \bar{Q}^{\prime}, \bar{Q}^{\prime} P_{1}^{\prime}$ are concave downwards.

The boundary $P_{0} Q P_{1} \bar{Q}$ of the primary region and the boundary $P_{0}^{\prime} Q^{\prime} P_{1}^{\prime} \bar{Q}^{\prime}$ of its transform under $T_{w^{(1)}}$ are in one-to-one correspondence with $J^{(1)}>0$ holding in the interior of the primary region. It follows ${ }^{18}$ that the interiors of the two regions are in one-to-one correspondence to assign a unique state to each point of the region $P_{0}^{\prime} Q^{\prime} P_{1}^{\prime} \bar{Q}^{\prime}$ in Figure 3 b .
5. The second initial value problem. To extend our knowledge of the states of the gas we draw propagation lines from the points of the arc $Q^{\prime} P_{1}^{\prime}$. These propagation lines are tangent to $r$-curves on $Q^{\prime} P_{1}^{\prime}$ and according to Lemma 8 do not intersect on the convex side of $Q^{\prime} P_{1}^{\prime}$.

The equation of the propagation line from $Q^{\prime}$ is

$$
x-\frac{2}{3}\left(2 r_{0}+s_{1}\right) t=w_{r}^{(1)}\left(r_{0}, s_{1}\right)=-1-2 \frac{r_{0}+s_{1}}{r_{0}-s_{1}}
$$

[^11]and the equation of the shock line from $A$ is, from (13), since $r_{2}+s_{2}=0$,
$$
x-\frac{\left(r_{0}+s_{1}\right)\left(r_{0}-s_{1}\right)^{3}}{\left(r_{0}-s_{1}\right)^{3}-\left(r_{2}-s_{2}\right)^{3}} t=1
$$

The two lines intersect in a point $Q^{\prime \prime}$ with coordinates
$x^{\prime \prime}=1+\frac{12 r_{0}}{\lambda\left(r_{0}, s_{1}\right)}\left(r_{0}+s_{1}\right)\left(r_{0}-s_{1}\right)^{2}, \quad t^{\prime \prime}=\frac{12 r_{0}}{\lambda\left(r_{0}, s_{1}\right)} \frac{\left(r_{0}-s_{1}\right)^{3}-\left(r_{2}-s_{2}\right)^{3}}{r_{0}-s_{1}}$,
where

$$
\begin{equation*}
\lambda(r ; s)=(r-s)^{4}-2(2 r+s)\left(r_{2}-s_{2}\right)^{3} \tag{29}
\end{equation*}
$$

Referring to Lemmas 1 and 2 a solution $w^{(2)}$ of $\left(16^{\prime}\right)$ transforms $Q P_{1}$ into an $s$-curve propagated from $Q^{\prime} P_{1}^{\prime}$ and containing $Q^{\prime \prime}$ if

$$
\begin{equation*}
w_{r}^{(2)}\left(r, s_{1}\right)=w_{r}^{(1)}\left(r, s_{1}\right), \quad r_{1} \leqq r \leqq r_{0}, \quad w_{s}^{(2)}\left(r_{0}, s_{1}\right)=x^{\prime \prime}-\frac{2}{3}\left(r_{0}+2 s_{1}\right) l^{\prime \prime} \tag{30}
\end{equation*}
$$

the latter condition determining $w_{8}^{(2)}$ uniquely on $Q P_{1}$.
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Let the arc $Q^{\prime \prime} P_{2}^{\prime \prime}$ in Figure 4 b indicate the prolongation of the shock line $A Q^{\prime \prime}$. On the right of $Q^{\prime \prime} P_{2}^{\prime \prime}$ the state of the gas is $P_{2}\left(r_{2}, s_{2}\right)$ and the states immediately on the left of $Q^{\prime \prime} P_{2}^{\prime \prime}$ are represented by points $(r, s)$ on the compatibility curve (21). Thus $Q^{\prime \prime} P_{2}^{\prime \prime}$ is the transform by $T_{w^{(2)}}$ of the compatibility curve $Q P_{2}$.

On the one hand the slope of $Q^{\prime \prime} P_{2}^{\prime \prime}$ is

$$
\frac{d t}{d x}=\frac{t_{r} r^{\prime}+t_{s}}{x_{r} r^{\prime}+x_{s}}=\frac{3}{2} \frac{t_{r} r^{\prime}+t_{s}}{(r+2 s) t_{T} r^{\prime}+(2 r+s) t_{s}}
$$

where $r=r(s)$ is defined implicitly by (21) and its derivative $r^{\prime}$ is

$$
r^{\prime}=\frac{8(r-s)^{5}-20\left(r_{2}-s_{2}\right)^{3}(r+2 s)^{2}-3\left(r_{2}-s_{2}\right)^{5}}{8(r-s)^{5}-20\left(r_{2}-s_{2}\right)^{3}(2 r+s)^{2}-3\left(r_{2}-s_{2}\right)^{5}}
$$

On the other hand, from (13)

$$
\begin{equation*}
\frac{d l}{d x}=\frac{(r-s)^{3}-\left(r_{2}-s_{2}\right)^{3}}{(r+s)(r-s)^{3}} \tag{31}
\end{equation*}
$$

and a comparison of the two results yields the condition

$$
\begin{equation*}
\frac{t_{s}}{t_{r}}=\frac{\mu(r, s)}{\lambda(r, s)} r^{\prime}=\delta, \quad \mu(r, s)=(r-s)^{4}+2(r+2 s)\left(r_{2}-s_{2}\right)^{3} \tag{32}
\end{equation*}
$$

along $Q P_{2}$, or

$$
\delta w_{r r}^{(2)}-2(1+\delta) w_{r s}^{(2)}+w_{s z}^{(2)}=0
$$

The Second Initial Value Problem. To construct a solution w(2) of $\left(16^{\prime}\right)$ meeting the conditions (30) on the side $Q P_{1}$ of the primary region and the condition (32') along the arc $Q P_{2}$ of the compatibility curve.

From (24) the first condition in (30) is met by taking

$$
\begin{equation*}
R=r_{0}^{2}-r^{2}, \quad S\left(s_{1}\right)=s_{1}^{2}-s_{0}^{2} \tag{33}
\end{equation*}
$$

in (17) and, from (28), the second condition determines

$$
\begin{equation*}
S^{\prime}\left(s_{1}\right)=2 s_{1}-4 r_{0} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)} \tag{34}
\end{equation*}
$$

The parametric equations of the arc $Q^{\prime \prime} P_{1}^{\prime \prime}$ are obtained by placing $s=s_{1}$ in (18') and substituting for $R, S\left(s_{1}\right), S^{\prime}\left(s_{1}\right)$ from (33), (34). In particular it is readily verified that $x\left(P_{1}^{\prime \prime}\right)>1$.

Taking condition (32') in the form (32), and substituting for $t_{r}, t_{s}$ from (19) with $R=r_{0}^{2}-r^{2}$ it will be found that this condition becomes ${ }^{17}$

$$
\begin{equation*}
S^{\prime \prime}+2 \frac{2+\delta}{r-s} S^{\prime}+6 \frac{1+\delta}{(r-s)^{2}} S=\frac{(r-s)^{2}}{3}\left(t_{s}^{(1)}-\delta t_{r}^{(1)}\right), \tag{35}
\end{equation*}
$$

where $\delta, t_{r}^{(1)}, t_{s}^{(1)}$ are the rational functions of $r, s$ defined in (32), (26), and $r$ is the algebraic function of $s$ defined in (21) with $r_{2}+s_{2}=0$. Thus to obtain the solution $w^{(2)}$ of the second initial value problem we set $R=r_{0}^{2}-r^{2}$ in (17) and choose $S$ to be the solution of the ordinary differential equation of second order (35), subject to the initial conditions in (33), (34).

Lemma 9. The value of $\delta$ at a point $P$ of the compatibility curve $Q P_{2}$ tends to $+\infty$ as $P$ tends to $P_{2}$. More precisely $\delta$ is a positive regular analytic function of the parameter $v$ on $Q P_{2}$, except at $v=v_{2}$, where it has a pole of the third order and a Laurent expansion of the form

$$
\begin{equation*}
\delta=v_{2}^{3}\left(v-v_{2}\right)^{-3}(1+\cdots) \tag{36}
\end{equation*}
$$

To prove $\delta>0$ we have

$$
\lambda=v\left(v^{3}-v_{2}^{3}\right)-3 u v_{2}^{3}, \quad \mu=v\left(v^{3}-v_{2}^{3}\right)+3 u v_{2}^{3},
$$

and the equation of the compatibility curve $Q P_{2}$

$$
15 v_{2}^{3} u^{2} v^{3}=\left(v^{5}-v_{2}^{b}\right)\left(v^{3}-v_{2}^{3}\right) .
$$

It is obvious that $\mu>0$ for $v>v_{2}$, and $\lambda>0$ follows from $\lambda \mu=v^{2}\left(v^{3}-v_{2}^{3}\right)^{2}-9 u^{2} v_{2}^{8}>0$ for $v>v_{2}$. To establish this inequality, one multiplies the equation of the compatibility curve by $3 v_{2}^{3}$ and observes that $3 v_{2}^{3}\left(v^{5}-v_{2}^{5}\right)<5 v^{5}\left(v^{3}-v_{2}^{3}\right)$ holds for $v>v_{2}$. Now $r^{\prime}>0$ by Lemma 6 and therefore $\delta>0$ for $v>v_{2}$ by (32).

From (20) one has $u=r+s=v-v_{2}+2 \kappa\left(v-v_{2}\right)^{3}+\cdots$, so that
$\lambda=6 v_{2}^{2}\left(v-v_{2}\right)^{2}+\cdots, \mu=6 v_{2}^{3}\left(v-v_{2}\right)+\cdots, \quad r^{\prime}=v_{2}^{2}\left(v-v_{2}\right)^{-2}(1+\cdots)$,
hold along $Q P_{2}$, and the Laurent expansion for $\delta$ then follows from (32).
It is apparent from (20) and Lemma 9 that the coefficients of the differential equation (35) present a singular point at $s=s_{2}$.

Lemma 10. The introduction of $v$ as independent variable in the differential equation (35) leads to a differential equation for $V=S(s(v))$ in which the coefficients are regular analylic functions of $v$ for $v \geqq v_{2}$.

Retaining the prime to denote differentiation with respect to $s$ and indicating differentiation with respect to $v$ by a dot, so that $S^{\prime}=\dot{V} / s, S^{\prime \prime}=(s \ddot{V}-\dot{V} s) / s^{3}$, the differential equation (35) becomes

$$
\begin{equation*}
\ddot{V}+(2(2+\delta) s / v-\dot{s} / s) \dot{V}+6 \dot{s}^{2} v^{-2}(1+\delta) V=\frac{v^{2} \xi^{2}}{3}\left(t_{s}^{(1)}-\delta l_{r}^{(1)}\right) \tag{38}
\end{equation*}
$$

in which the coefficients are regular analytic functions of $v$ for $v>v_{2}$ by Lemmas 6 and 9. Moreover if the coefficients are expanded in powers of $v-v_{2}$ using (20) and (36), it will be found that they are also regular about $v_{2}$.

Lemma 11. Provided $\rho_{0}-\rho_{2}>0$ is sufficiently small, $S$ and $S^{\prime}$ are negative for $s_{2} \leqq s \leqq s_{1}$ with $S$ tending to a finite limit and $S^{\prime}$ to $-\infty$ as $s$ approaches $s_{2}$.

Since the coefficients in (38) are regular at $v=v_{2}$, the solution determined by $V\left(v_{0}\right)=V_{0}, \dot{V}\left(v_{0}\right)=\dot{V}_{0}$ may be expanded ${ }^{18}$ in a power series in $v-v_{2}, v_{0}-v_{2}, V_{0}, \dot{V}_{0}$ provided the absolute values of these quantities are sufficiently small.

Taking $v_{0}$ for the value of $v$ corresponding to point $Q$ on the compatibility curve, $v_{0}-v_{2}$ can be made arbitrarily small by taking $\rho_{0}-\rho_{2}$ sufficiently small, with the coordinates of $Q$ given by

$$
\begin{equation*}
r_{0}=r_{2}+v_{0}-v_{2}+\kappa\left(v_{0}-v_{2}\right)^{3}+\cdots, \quad s_{1}=s_{2}+\kappa\left(v_{0}-v_{2}\right)^{3}+\cdots . \tag{39}
\end{equation*}
$$

The initial conditions for $S$ in (33), (34) lead to the initial conditions

$$
\begin{equation*}
V\left(v_{0}\right)=s_{1}^{2}-r_{0}^{2}, \quad \dot{V}\left(v_{0}\right)=2 s\left(v_{0}\right)\left[s_{1}-2 r_{0} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)}\right] \tag{40}
\end{equation*}
$$

for $V$. From (37), (39) we obtain the expansions

$$
\begin{equation*}
V\left(v_{0}\right)=-v_{2}\left(v_{0}-v_{2}\right)-\left(v_{0}-v_{2}\right)^{2}+\cdots, \quad \dot{V}\left(v_{0}\right)=-2\left(v_{0}-v_{2}\right)+\cdots, \tag{41}
\end{equation*}
$$

[^12]valid for sufficiently small $\left|v_{0}-v_{2}\right|$. It follows from (38) that the expansion of $\ddot{V}\left(v_{0}\right)$ in powers of $v_{0}-v_{2}$ begins with a term of at least first degree in $v_{0}-v_{2}$.

When the expansions (41) are substituted in the expansion of the solution $V$ in powers of $v-v_{2}, v_{0}-v_{2}, V_{0}, \dot{V}_{0}$ it appears that $V$ may be expanded in powers of $v-v_{2}$, $v_{0}-v_{2}$ provided $\left|v-v_{2}\right|,\left|v_{0}-v_{2}\right|$ are sufficiently small. To obtain the linear and quadratic terms of this expansion, we substitute from (41) in Taylor's series

$$
V=V\left(v_{0}\right)+\dot{V}\left(v_{0}\right)\left(v-v_{0}\right)+\frac{\ddot{V}\left(v_{0}\right)}{2}\left(v-v_{0}\right)^{2}+\cdots
$$

to obtain

$$
V=-v_{2}\left(v_{0}-v_{2}\right)-2\left(v_{0}-v_{2}\right)\left(v-v_{2}\right)+\left(v_{0}-v_{2}\right)^{2}+\cdots,
$$

the third term in Taylor's series being neglected since $\ddot{V}\left(v_{0}\right)$ contains the factor $v_{0}-v_{2}$.
It follows that both $V, \dot{V}$ are negative for $v_{2} \leqq v \leqq v_{0}$ for sufficiently small $v_{0}-v_{2}>0$. It is clear that $S$ tends to a finite negative limit as $s$ tends to $s_{2}$ and, since $s$ is positive and tends to zero as $v$ tends to $v_{2}$, one concludes that $S^{\prime}$ tends to $-\infty$ as $s$ tends to $s_{2}$, provided, of course, that $\rho_{0}-\rho_{2}$ is sufficiently small.

The subregion $P_{2} Q P_{1} R P_{2}$ in Figure 4 a of the primary region is termed the secondary region.

LEMMA 12. The partial derivatives $t_{r}^{(2)}, t_{s}^{(2)}$ and the Jacobian $J^{(2)}=-2 G t_{T}^{(2)} t_{s}^{(2)}$ of $T_{w(2)}$ are negative in the secondary region for sufficiently small $\rho_{0}-\rho_{2}>0$.

We take $R, S$ in (19) as determined by the second initial value problem and find

$$
t_{r}^{(2)}=\frac{1}{2} t_{r}^{(1)}+\frac{3 S^{\prime}}{(r-s)^{3}}+\frac{9 S}{(r-s)^{4}}, t_{s}^{(2)}=\frac{1}{2} t_{s}^{(1)}-\frac{3}{2} \frac{S^{\prime \prime}}{(r-s)^{2}}-\frac{6 S^{\prime}}{(r-s)^{3}}-\frac{9 S}{(r-s)^{4}},
$$

from which $t_{r}^{(2)}<0$ follows from (27) and Lemma 11 for sufficiently small $\rho_{0}-\rho_{2}>0$.
To prove $t_{s}^{(2)}<0$ we have

$$
S^{\prime \prime}+2 \frac{2+\bar{\delta}}{\bar{r}-s} S^{\prime}+6 \frac{1+\bar{\delta}}{(\bar{r}-s)^{2}} S=\frac{(\bar{r}-s)^{2}}{3}\left(\bar{t}_{s}^{(1)}-\bar{\delta}_{t_{r}}^{(1)}\right)
$$

where $\bar{r}=r(s)$ is the function of $s$ defined in Lemma 6 and $\bar{\delta}=\delta(\bar{r}, s), \bar{t}_{r}^{(1)}=t_{r}^{(1)}(\bar{r}, s)$, $\bar{t}_{s}^{(1)}=t_{s}^{(1)}(\bar{r}, s)$. When $S^{\prime \prime}$ is eliminated from $t_{s}^{(2)}$ it is found that $t_{s}^{(2)}=A S^{\prime}+B S+C$, where

$$
\begin{aligned}
& A=\frac{6}{(\bar{r}-s)(r-s)^{2}}\left[1+\frac{\bar{\delta}}{2}-\frac{\bar{r}-s}{r-s}\right]>6(\bar{r}-s)^{-1}(r-s)^{-2}\left(\frac{\bar{\delta}}{2}-\frac{r_{0}}{r_{1}}\right), \\
& B=\frac{9}{(r-s)^{2}(\bar{r}-s)^{2}}\left[1+\bar{\delta}-\left(\frac{\bar{r}-s}{r-s}\right)^{2}\right]>9(r-s)^{-2}(\bar{r}-s)^{-2}\left(\bar{\delta}-\frac{r_{0}^{2}}{r_{1}^{2}}\right), \\
& C=\frac{1}{2} t_{s}^{(1)}+\frac{1}{2}\left(\frac{\bar{r}-s}{r-s}\right)^{2}\left(\bar{\delta}_{s}^{(1)}-\bar{l}_{s}^{(1)}\right)<\frac{1}{2}\left(\bar{\delta}_{s}^{(1)}+\bar{t}_{s}^{(1)}\right),
\end{aligned}
$$

in view of the inequalities

$$
2 r_{1}=r_{1}-s_{1}<r-s \leqq \bar{r}-s<r_{0}-s_{0}=2 r_{0}
$$

valid in the secondary region. $t_{r}^{(1)}$ has a negative upper bound and $t_{s}^{(1)}$ a positive lower bound in the secondary region independent of $\rho_{0}$. Moreover $r_{0}, r_{1}$ tend to $r_{2}$ as $\rho_{0}$ approaches $\rho_{2}$. In view of Lemma 9 we have $A>0, B>0, C<0$, and therefore $t_{3}^{(2)}<0$ by Lemma 11 for sufficiently small $\rho_{0}-\rho_{2}$.

We shall now investigate the mapping by $T_{w^{(2)}}$ of the secondary region upon the ( $x, t$ )-plane. Taking $R, S$ in $\left(18^{\prime}\right)$ as determined above in the solution of the second initial value problem, $T_{w^{(2)}}$ is

$$
\begin{aligned}
& x^{(2)}=\frac{(r+s)\left(3 r_{0}^{2}-r^{2}\right)-4 r s^{2}}{(r-s)^{3}}-3 \frac{r+s}{(r-s)^{3}} S-\frac{2 r+s}{(r-s)^{2}} S^{\prime} \\
& t^{(2)}=3 \frac{r_{0}^{2}-r s}{(r-s)^{3}}-\frac{3 S}{(r-s)^{3}}-\frac{3}{2} \frac{S^{\prime}}{(r-s)^{2}}
\end{aligned}
$$

From Lemma 11 it follows (at least for $\rho_{0}-\rho_{2}$ sufficiently small) that $x^{(2)}, t^{(2)}$ become infinite as the point $(r, s)$ of the secondary region approaches the side $R P_{2}$. We shall accordingly consider first the mapping by $T_{w(2)}$ of the subregion $U Q P_{2} T U$, the line $T U$ being parallel to $R P_{2}$.

Sides $P_{1} Q, T U$ transform into $s$-curves $P_{1}^{\prime \prime} Q^{\prime \prime}, T^{\prime \prime} U^{\prime \prime}$. From Lemma $12 t$ decreases and from (5) $x$ increases as $r$ increases along $P_{1} Q, T U$. We conclude from Lemma 7 that $P_{1}^{\prime \prime} Q^{\prime \prime}, T^{\prime \prime} U^{\prime \prime}$ are concave downward as shown in Figure 4b.

Side $P_{1} T$ transforms into an $r$-curve $P_{1}^{\prime} T^{\prime \prime}$ which is concave upwards.
Arc $Q U$ of the compatibility curve transforms into the shock curve $Q^{\prime \prime} U^{\prime \prime}$. Along $Q U x$ and $t$ are monotonic decreasing functions of $v$, as is the slope $d t / d x$ of $Q^{\prime \prime} U^{\prime \prime}$, for, from (31)

$$
\frac{d}{d v}\left(\frac{d l}{d x}\right)=-\frac{\lambda \gamma+\mu s}{(r+s)^{2}(r-s)^{4}},
$$

inasmuch as $\lambda>0, \mu>0$ hold on $Q U$. The shock curve is accordingly concave upwards to imply that the velocity of propagation of the shock decreases as $t$ increases.

Finally we let $U$ approach $P_{2}$ along $Q P_{2}$. The $s$-curve $T^{\prime \prime} U^{\prime \prime}$ recedes to infinity in the ( $x, t$ )-plane and the secondary region, exclusive of side $R P_{2}$, is accordingly mapped in (1-1) fashion by $T_{w^{(2)}}$ upon a region indicated by $P_{2}^{\prime \prime} Q^{\prime \prime} P_{1}^{\prime} R^{\prime \prime}$ in the $(x, t)$-plane to determine the states of the gas in this region.

The slope of the $r$-curve $P_{1}^{\prime \prime} T^{\prime \prime}$ at $T^{\prime \prime}$ tends to $1 / \alpha\left(r_{1}, s_{2}\right)$ as $T^{\prime \prime}$ recedes to infinity. The slope of the shock curve at $U^{\prime \prime}$ is, from (11),

$$
\frac{d t}{d x}=\sqrt{\frac{\rho_{2}}{\rho} \frac{\rho-\rho_{2}}{p-p_{2}}},
$$

where $\rho$ denotes the density for the state $U$ and $p=p(\rho)$. As $U \rightarrow P_{2}$ we have $\rho \rightarrow \rho_{2}$, which implies $d t / d x \rightarrow 1 / G_{2}$. This means that the velocity of propagation of the shock tends toward the local velocity of sound in the exterior body of gas through which the shock travels as it recedes to infinity.

The determination of the states of the gas in the region $\bar{P}_{2}^{\prime \prime} \bar{Q}^{\prime \prime} \bar{P}_{1}^{\prime \prime} \bar{R}^{\prime \prime}$ may now be left to symmetry considerations or Theorem 1.
6. The third initial value problem. We take up the problem of determining the states of the gas in the region of the $(x, t)$-plane lying above the curve $\bar{R}^{\prime \prime} \bar{P}_{1}^{\prime} P_{1}^{\prime} P_{1}^{\prime} R^{\prime \prime}$ in Figure 4b.


Fig. 5a.


Fig. 5b.

Propagation lines drawn from $P_{1}^{\prime \prime} R^{\prime \prime}$ in Figure $5 b$ have slope $1 / \beta<0$ and, from Lemma 8 can intersect only on the concave side of $P_{1}^{\prime \prime} R^{\prime \prime}$. We shall prove that they do not meet in the region $x>0$ if $\rho_{0}-\rho_{2}$ is sufficiently small. Since $\phi$ is a monotonic decreasing function of $s$ by Lemma 7 , it will be sufficient to prove that the $t$-intercept $T$ of a propagation line is a monotonic decreasing function of $s$.

In the equation of a propagation line $t=\beta^{-1} x+T$ we replace $x, t$ by the coordinates of a point on $P_{1}^{\prime \prime} R^{\prime \prime}$ obtained from $T_{w^{(2)}}$ to obtain

$$
T=-\frac{w^{(2)}\left(r_{1}, s\right)}{\beta\left(r_{1}, s\right)}=\frac{\left(r_{1}-s\right) S^{\prime}+S+r_{1}^{2}-r_{0}^{2}}{\beta\left(r_{1}, s\right)\left(r_{1}-s\right)^{2}}
$$

from which

$$
\frac{d T}{d s}=\frac{\beta\left(r_{1}, s\right)\left(r_{1}-s\right)^{2} S^{\prime \prime}+4 s\left(r_{1}-s\right) S^{\prime}+4 s S+4 s\left(r_{1}^{2}-r_{0}^{2}\right)}{\beta^{2}\left(r_{1}, s\right)\left(r_{1}-s\right)^{3}}
$$

After $S^{\prime \prime}$ is eliminated by (35) it will be found that $d T / d s<0$ holds for sufficiently small $\rho_{0}-\rho_{2}$. The principle of the argument is essentially the same as the one employed to prove that $t_{z}^{(2)}<0$ in Lemma 12 and is omitted.

From symmetry considerations propagation lines drawn from $\bar{P}_{1}^{\prime \prime} \bar{R}^{\prime \prime}$ do not intersect in the region $x<0$. Propagation lines drawn from $P_{1}^{\prime \prime} R^{\prime \prime}$ and $\bar{P}_{1}^{\prime \prime} \bar{R}^{\prime \prime}$ symmetrically placed with respect to the $t$-axis intersect upon it and, excepting the two drawn from $P_{1}^{\prime \prime}, \bar{P}_{1}^{\prime \prime}$, assign different states to their points of intersection. This is avoided in Figure 5 b by terminating the propagation lines on arcs $P_{1}^{\prime \prime \prime} N^{\prime \prime \prime}, P_{1}^{\prime \prime \prime} \overline{N^{\prime \prime}}$, the coordinates of $P_{1}^{\prime \prime \prime}$ being $x=0, t=-w_{s}^{(2)}\left(r_{1}, s_{1}\right) / \beta\left(r_{1}, s_{1}\right)$.

By Lemma 1 an $r$-curve, the transform of $P_{1} R$ by $T_{w(3)}$ will be propagated from $P_{1}^{\prime \prime} R^{\prime \prime}$ provided

$$
\begin{equation*}
w_{s}^{(3)}\left(r_{1}, s\right)=w_{s}^{(2)}\left(r_{1}, s\right) \text { for } s_{2} \leqq s \leqq s_{1} \tag{42}
\end{equation*}
$$

and by Lemma 2 will contain $P_{1}^{\prime}$, in case

$$
\begin{equation*}
w_{\mathrm{r}}^{(3)}\left(r_{1}, s_{1}\right)=\frac{\alpha\left(r_{1}, s_{1}\right)}{\beta\left(r_{1}, s_{1}\right)} w_{s}^{(2)}\left(r_{1}, s_{1}\right)=-w_{s}^{(2)}\left(r_{1}, s_{1}\right) \tag{43}
\end{equation*}
$$

At points symmetric to the $t$-axis states have the same density and opposite velocities. From the corollary to Theorem 1 this will be the case in the region above $\bar{N}^{\prime \prime \prime} P_{1}^{\prime} N^{\prime \prime \prime}$ if this region is the transform by $T_{w}$ of a region in the state plane symmetric to the line $r+s=0$, provided $w(r, s)=w(-s,-r)$ holds in this region.

The Third Initial Value Problem. To construct a solution $w^{(3)}$ of ( $16^{\prime}$ ) meeting the symmetry condition $w^{(3)}(r, s)=w^{(3)}(-s,-r)$ and the inilial conditions (42), (43) on the side $P_{1} R$ of the secondary region.

The solution of this initial value problem

$$
\begin{equation*}
w^{(3)}(r, s)=-\frac{S(-r)+S(s)}{r-s} \tag{44}
\end{equation*}
$$

is obtained by setting $R=-S(-r)$ in (17), where $S(s)$ is the function entering in the solution of the second initial value problem.

The symmetry condition is obviously fulfilled. From (33) we find $w^{(3)}\left(r_{1}, s\right)$ $=w^{(2)}\left(r_{1}, s\right)$ and (42) follows by differentiation. Condition (43) is likewise a consequence of (33).

The subregion $P_{1} R P_{2} \bar{R} P_{1}$ of the secondary region in Figure 5 a is termed the tertiary region.

The mapping by $T_{w(3)}$ of the tertiary region upon the ( $x, t$ )-plane is not ( $1-1$ ). If $R$ is replaced by $-S(-r)$ in (19) one obtains

$$
\begin{equation*}
t_{r}^{(3)}=\frac{3}{2} \frac{(r-s)^{2} S^{\prime \prime}(-r)+2(r-s)\left[2 S^{\prime}(-r)+S^{\prime}(s)\right]+6[S(-r)+S(s)]}{(r-s)^{4}} \tag{45}
\end{equation*}
$$

In particular on $r=-s\left(\right.$ along $\left.P_{1} P_{2}\right)$

$$
t_{r}^{(3)}=\frac{3}{8 s^{4}}\left[s^{2} S^{\prime \prime}(s)-3 s S^{\prime}(s)+3 S(s)\right] .
$$

For $\rho_{0}-\rho_{2}$ sufficiently small $t_{T}^{(3)}$ is positive along $P_{1} P_{2}$ in view of (27), (35) and Lemmas 9 and 11. On the other hand, if we fix $r$ in (45) and allow $s$ to approach $s_{2}$ it appears that $t_{t}^{(3)}$ eventually becomes negative because of the behavior of $S, S^{\prime}$ as $s$ tends to $s_{2}$. Hence there exists a subregion $P_{1} P_{2} M P_{1}$ of the tertiary region within which $t_{r}^{(3)}$ is nositive, except along $M P_{2}$ where $t_{r}^{(3)}=0$.

Differentiating equations (5) partially with respect to $r$ and $s$ and eliminating $x_{r s}$, we find that $t$ satisfies the partial differential equation $(\alpha-\beta) t_{r s}=\beta_{l} t_{r}-\alpha_{r} t_{\text {, }}$ which reduces, in the adiabatic case, to

$$
(r-s) t_{r s}=\frac{1}{2} \frac{\gamma+1}{\gamma-1}\left(t_{r}-t_{s}\right)
$$



Plate 1. Variation of density $\rho$ with distance $x$ for fixed time $l$.



Plate 2. Variation of density $\rho$ with time $t$ for fixed distance $x$.

It follows that in a region in which $t_{r}$ is positive and $t_{s}$ is negative, $t_{r}\left(t_{s}\right)$ is a monotonic increasing function of $s(r)$ for fixed $r(s)$.

From $t^{(3)}(r, s)=t^{(3)}(-s,-r)$ we have $t_{s}^{(3)}(r, s)=-t_{r}^{(3)}(-s,-r)$ and thus $t_{s}^{(3)}=-t_{r}^{(3)}$ along $P_{1} P_{2}$. It follows that $t_{s}^{(3)}$ is negative along $P_{1} P_{2}$, and consequently is negative in a suitably restricted region containing $P_{1} P_{2}$. When we procede from $P_{1} P_{2}$ to the left along a line $s=$ const., $t_{s}^{(3)}$ decreases and accordingly is negative everywhere in $P_{1} P_{2} M P_{1}$.

Along $M P_{2} \partial t_{T}^{(3)} / \partial s$ is positive and $J_{\tau}^{(3)}=-2 G t_{T}^{(3)} t_{s}^{(3)}$ changes sign as $(r, s)$ crosses $M P_{2}$. Thus the mapping of the tertiary region cannot be (1-1).

It is clear that $t_{3}^{(3)}$ vanishes along an arc $\bar{M} P_{2}$, the reflection of $M P_{2}$ in $P_{1} P_{2}$. Within the region $P_{1} M P_{2} \bar{M} P_{1}$ we have $J^{(3)}>0$. The application of $T_{w(3)}$ to the tertiary region to obtain further information about the states of the gas must be restricted to a square $P_{1} N P_{3} \bar{N}$ within the region $P_{1} M P_{2} \bar{M} P_{1}$ with sides on $P_{1} M, P_{1} \bar{M}$. Such a square is carried by $T_{w^{(3)}}$ into the region $P_{1}^{\prime \prime} N^{\prime \prime \prime} P_{3}^{\prime \prime} \bar{N}^{\prime \prime \prime}$ of Figure 5b, within which the states of the gas may be regarded as known.

The prolongation of the solution into the rest of the $(x, t)$-plane still awaits solution and it should be noted here that further extension of the solution may modify the states assigned above to the region $R^{\prime \prime} P_{1}^{\prime \prime} Q^{\prime \prime} P_{2}^{\prime \prime}$ and its reflection in the $l$-axis.
7. Graphical presentation of variation of density. Plates 1 and 2 portray the variation of density (and thus the pressure) of a monatomic gas for sufficiently small $\rho_{0}-\rho_{2}$ in so far as our analysis permits. They were obtained by comparing Figures 5 a and $5 b$ with the aid of (2). No attempt was made to indicate quantitative changes in the density, or to determine the curvature of the curved portions of the graphs. The small circles indicate points at which $\rho_{x}$ and $\rho_{t}$ undergo jumps. Figures VIII, IX of Plate 2 are based on the conjecture that $x\left(Q^{\prime \prime}\right)<x\left(N^{\prime \prime}\right)$.

The coordinates of various points in Figure $5 b$ have been computed from formulas found in the text and are given below. Once $\rho_{0}, \rho_{2}$ are given, $r_{0}, r_{2}$ are determined from (2) and $s_{1}$ may be determined graphically as the $s$-coordinate of $Q$ in Figure 5a.

$$
\begin{aligned}
& P_{0}^{\prime}: \quad x=0, \quad t=3 / 2 r_{0}, \\
& Q^{\prime}: \quad x=\frac{\left(r_{0}+s_{1}\right)\left(5 r_{0}+s_{1}\right)}{\left(r_{0}-s_{1}\right)^{2}}, \quad t=\frac{6 r_{0}}{\left(r_{0}-s_{1}\right)^{2}}, \\
& P_{1}^{\prime}: \quad x=0, \quad t=\frac{3}{4} \frac{r_{0}^{2}+r_{1}^{2}}{r_{1}^{3}}, \\
& Q^{\prime \prime}: \quad x=x\left(Q^{\prime}\right)+4 r_{0} \frac{2 r_{0}+s_{1}}{\left(r_{0}-s_{1}\right)^{2}} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)}, \quad t=t\left(Q^{\prime}\right)+\frac{6 r_{0}}{\left(r_{0}-s_{1}\right)^{2}} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)}, \\
& P_{1}^{\prime \prime}: \quad x=\frac{1}{2}+\frac{r_{0}}{r_{1}} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)}, \quad t=t\left(P_{1}^{\prime}\right)+\frac{3}{2} \frac{r_{0}}{r_{1}^{2}} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)}, \\
& P_{1}^{\prime \prime \prime}: x=0, \quad t=t\left(P_{1}^{\prime}\right)+3 \frac{r_{0}}{r_{1}} \frac{\mu\left(r_{0}, s_{1}\right)}{\lambda\left(r_{0}, s_{1}\right)} .
\end{aligned}
$$

# THE PROPAGATION OF A SPHERICAL OR A CYLINDRICAL WAVE OF FINITE AMPLITUDE AND THE PRODUCTION OF SHOCK WAVES* 

BY<br>YUNG-HUAI KUO<br>California Institute of Technology

1. Introduction. When a mass of gas is set into motion by a sudden rise of pressure which possesses either a cylindrical symmetry or a spherical symmetry in the case of an explosion, pressure or density will be propagated into space as a cylindrical or spherical wave of finite amplitude in a manner different from that of the propagation of sound. The most conspicuous phenomenon of such a non-linear wave motion is perhaps the appearance of a shock wave. In the case of plane waves of finite amplitude, the problem was studied independently by B. Riemann ${ }^{1}$ and S. Earnshaw. ${ }^{2}$ It was shown that when a compressed slab of gas is released, two progressive waves are produced travelling in opposite directions, with constant deformation in the waveform during the course of the propagation. Eventually both waves develop into shock waves.

With regard to the spherical or cylindrical compression waves, the situation is quite different because the amplitude of the wave falls off at a much greater rate than for plane waves, while the wave propagates from the center of disturbances. The question is whether this rapid diminution of amplitude would prevent the formation of a shock. J. J. Unwin ${ }^{3}$ has calculated a specific example of motion produced by a sudden release of a compressed sphere of air, and concluded that there is no indication of the development of a shock wave. Inasmuch as he adopted a numerical method for one special case, the concludion reached cannot be regarded as general. In fact, W. Hantzsche and H. Wendt ${ }^{4}$ considered a similar problem, where the sphere had a finite radius and expanded with the speed of sound into still air. The motion, in its early stage, is supposed to be continuous in pressure or density and velocity. But after a finite duration, the wave-front becomes a discontinuity surface characterized by an infinite velocity gradient in spite of the diminution of amplitude.

In view of these disagreeing results, it is felt that it is desirable to investigate this problem from a broad standpoint taking account of all initial boundary conditions. The problem of explosion such as the burst of a bomb is only one of many similar problems and, to be sure, the most interesting one. According to G. I. Taylor, the physical process taking place during an explosion can be treated, as a combination of two problems. The first problem is concerned with the effects produced in the atmos-

[^13]phere by a rapidly expanding spherical or cylindrical solid shell which compresses the surrounding air. In this case the motion of air in contact with the shell is completely prescribed by the motion of shell itself. The second problem deals with the motion produced by a compressed sphere or cylinder of air which is suddenly released. Each one of these constitutes a separate mathematical problem. To enlarge the scope of this discussion, the very meaning of the term explosion will be understood here as any process that is capable to create a pressure disturbance with spherical or cylindrical symmetry, propagating as a wave of finite amplitude.

An explosion is assumed to take place, during a short interval of time, in an infinite space which is filled only with air not abstructed by any solid bodies. Since the coefficients of viscosity and heat conduction for gases are generally very small, so long as the motion is continuous, the air may be regarded as non-viscous and nonconducting. The thermodynamic change of state of a fluid-particle along the path is then adiabatic; and if, initially, the entropy of the air is uniform throughout the space, the motion is isentropic. For the first problem stated above this condition is satisfied. Namely, at the moment the shell starts to expand, the outside air may certainly be assumed to be at the standard conditions. After the shell has started to expand, it compresses the air and, thereby, sets it into motion; but, during this process, no heat has been imparted to the air, its thermodynamic state must remain on the same adiabatic curve. In the case of a compressed sphere or cylinder of air, it is reasonable to assume that the pressure or density was built under adiabatic compression at all points. Hence as long as the motion is continuous, it will be isentropic.

The present study reveals that such a continuous and isentropic motion generally does not exist in the whole field. This type of motion breaks down when a "limiting line" appears, which would make the solution multi-valued. This would be impossible unless the motion is discontinuous. Hence, the appearance of a "limiting line" serves to indicate the necessity of presence of a shock wave in the actual motion. After the shock is formed, the Rankine-Hugoniot theory asserts that the process through which a fluid-particle has undergone by crossing the shock-front is irreversible and, consequently, the entropy increases in a discontinuous manner. The jump in entropy is not constant, however. It varies as the shock wave propagates, because the conditions at the shock change with time. As a result the motion behind such a non-uniform shock cannot be isentropic. Therefore once the "limiting line" appears, isentropic flow cannot be maintained and the resultant flow cannot be analyzed by the present method.

The mathematical condition for the appearance of a "limiting line" in the case of a spherical or cylindrical isentropic motion is that one of the two families of characteristics admits an envelope, just as in the case of a plane wave. Along this envelope the accelerations of the fluid-particles are infinite. In fact, a closer examination indicates that the motion generally must break down even before the "limiting line" is reached. It then seems that any motion of a compressible fluid has a tendency to develop a shock wave and that the effect of the "spreading" in the case of a non-linear spherical or cylindrical wave plays but a minor role.
2. Differential equations of motion. The motion under consideration is supposed to be axially or spherically symmetric, i.e., at any instant the velocity $u$, pressure $p$ and density $\rho$ depend on the time and the radial distance $x$ only. If the effects of viscosity and of body force are neglected, the equations governing the motion are

$$
\begin{array}{r}
u_{t}+u u_{x}+\frac{p_{x}}{\rho}=0 \\
\rho_{t}+u \rho_{x}+\rho\left(u_{x}+\frac{\alpha u}{x}\right)=0 \tag{2.2}
\end{array}
$$

Here the subscripts denote the partial derivatives with respect to the variable indicated by the subscript; $\alpha=1$ for a cylindrical and $\alpha=2$ for a spherical wave. In each case, the variable $x$ will be interpreted differently. Furthermore, it is assumed that the motion is continuous and that the effects of viscosity and heat-transfer in the fluid can be ignored. If initially constant, throughout the fluid, the entropy then remains constant. In other words, for an ideal gas the relation between the pressure and density is

$$
\begin{equation*}
p=K \rho^{\gamma} \tag{2.3}
\end{equation*}
$$

where $\gamma$ stands for the ratio of the specific heats and $K$ is a constant. With a set of appropriate initial conditions the mathematical problem can then be solved, at least theoretically. However, we may understand the singular behavior of such a solution and the conditions for its existence without actually solving the differential equations.

By eliminating the pressure with the aid of Eq. (2.3) and by introducing the square of the sonic speed as a variable in the place of the density, we reduce Eqs. (2.1) and (2.2) to

$$
\begin{array}{r}
u_{t}+u u_{x}+v_{x}=0 \\
v_{t}+u v_{x}+\beta v\left(u_{x}+\frac{\alpha u}{x}\right)=0 \tag{2.5}
\end{array}
$$

where

$$
\beta v=c^{2}, \quad \beta=\gamma-1,
$$

and $c$ is the speed of sound defined by $\sqrt{\gamma(p / \rho)}$. This system of differential equations is of the hyperbolic type, the two families of real characteristics $C$ being determined by

$$
\begin{equation*}
(d x-u d t)^{2}-\beta v d t^{2}=0 \tag{2.6}
\end{equation*}
$$

where $v$ is positive.
As it stands, this system of equations can reveal but little information concerning the behavior of the solution. To expose such properties, one has to transform the differential equations to a new coordinate-system and then study the condition under which the transformation would be valid. In the case of a steady irrotational motion, this is well-known as the hodograph method which has been effectively and successfully applied by W. Tollmien ${ }^{5}$ and H.S. Tsien ${ }^{6}$ in investigating the two dimensional and three dimensional isentropic motion respectively. By a slight modification, it can also be applied to the present problem. To this end, the following one-one pointtransformation is introduced

[^14]\[

$$
\begin{equation*}
u=u(t, x), \quad v=v(t, x) \tag{2.7}
\end{equation*}
$$

\]

We have

$$
\begin{array}{ll}
u_{t}=\frac{x_{v}}{J}, & u_{x}=-\frac{t_{v}}{J}, \\
v_{t}=-\frac{x_{u}}{J}, & v_{x}=\frac{t_{u}}{J}
\end{array}
$$

provided the Jacobian $J(u, v) \equiv t_{u} x_{v}-t_{v} x_{u} \neq 0$. Equations (2.4) and (2.5) will then be transformed into

$$
\begin{array}{r}
x_{v}-u t_{v}+t_{u}=0 \\
x_{u}-u t_{u}+\beta v t_{v}-\frac{\alpha \beta u v}{x}\left(t_{u} x_{v}-t_{v} x_{u}\right)=0 \tag{2.9}
\end{array}
$$

This system of equations can be simplified considerably by introducing a function $\chi(u, v)$ defined by

$$
\begin{equation*}
x-u t=\chi_{u}, \quad t=-\chi_{v}, \tag{2.10}
\end{equation*}
$$

so that Eq. (2.8) is satisfied identically while Eq. (2.9) reduces to

$$
\begin{equation*}
\chi_{u u}-\beta v \chi_{v v}-\frac{\alpha \beta u v}{x}\left(\chi_{u u} \chi_{v v}-\chi_{u v}^{2}-\chi_{v} \chi_{v v}\right)=\chi_{v} \tag{2.11}
\end{equation*}
$$

The corresponding characteristics $\Gamma$ in the $u, v$-plane are determined by

$$
\begin{equation*}
\left(1-\frac{\alpha \beta u v}{x} \chi_{v v}\right) d v^{2}-\frac{2 \alpha \beta u v}{x} \chi_{u v} d u d v-\alpha \beta u v\left(\frac{1}{\alpha u}+\frac{\chi_{u u}-\chi_{v}}{x}\right) d u^{2}=0 . \tag{2.12}
\end{equation*}
$$

3. Limiting line. The relationship between the characteristics $C$ and $\Gamma$ associated respectively with the differential equation in the $t, x$ - and $u, v$-planes has an important bearing on the singular character of the solution and its elucidation often contributes much toward the understanding of the nature of the physical problem. For this purpose, we first transform the differential equation (2.6) by means of the following pair of relations:

$$
\begin{aligned}
d x & =\left(\chi_{u u}-\chi_{r}-u_{\chi_{u v}}\right) d u+\left(\chi_{u v}-u \chi_{v v}\right) d v \\
d t & =-\chi_{u} d u-\chi_{r v} d v .
\end{aligned}
$$

Substituting in Eq. (2.6) together with Eq. (2.11), we bring the equation of the characteristics $C$ into the form

$$
\begin{equation*}
J\left[\left(1-\frac{\alpha \beta u v}{x} \chi_{v v}\right) d v^{2}-\frac{2 \alpha \beta u v}{x} \chi_{u v} d u d v-\alpha \beta u v\left(\frac{1}{\alpha u}+\frac{\chi_{u u}-\chi_{v}}{x}\right) d u^{2}\right]=0 . \tag{3.1}
\end{equation*}
$$

This shows that if $J \neq 0$, the characteristics $C$ in the $t, x$-plane correspond to the characteristics $\Gamma$ in the $u$, $v$-plane. However, circumstances may arise such that

$$
\begin{equation*}
J(u, v) \equiv \chi_{u u} \chi_{v \mathrm{r}}-\chi_{u v}^{2}-\chi_{v} \chi_{v v}=0, \tag{3.2}
\end{equation*}
$$

while

$$
\left(1-\frac{\alpha \beta u v}{x} \chi_{v v}\right) d v^{2}-\frac{2 \alpha \beta u v}{x} \chi_{u v} d u d v-\alpha \beta u v\left(\frac{1}{\alpha u}+\frac{\chi_{u u}-\chi_{v}}{x}\right) d u^{2} \neq 0
$$

and the characteristic equation (2.6) is again satisfied. This means that if a point moves along a line $\lambda$ defined by Eq. (3.2), the corresponding point will describe a line $l$ in the $l, x$-plane, having the same tantents as the characteristics $C$. It does not coincide, however, with any one of the characteristics $C$. This may be proved as follows.

The differential equation for the path $s$ of a fluid-particle in the $t, x$-plane is

$$
\begin{equation*}
\left(\frac{d x}{d t}\right)_{0}=u \tag{3.3}
\end{equation*}
$$

The corresponding path $\sigma$ in the $u$, $v$-plane is given by

$$
\begin{equation*}
\left(\frac{d v}{d u}\right)_{0}=-\frac{\chi_{u u}-\chi_{v}}{\chi_{u v}} \tag{3.4}
\end{equation*}
$$

Now the differential equation for one family of characteristics, say $\Gamma_{+}$, is

$$
\begin{equation*}
\left(\frac{d v}{d u}\right)_{\Gamma_{+}}=-\frac{\chi_{\bar{u} u}-\chi_{v}+\sqrt{\beta v} \chi_{u v}}{\chi_{u v}+\sqrt{\beta \nu} \chi_{v v}} . \tag{3.5}
\end{equation*}
$$

On the other hand, the vanishing of the Jacobian, when combined with Eq. (2.11), can be written as

$$
\begin{equation*}
\left(\chi_{u v}-\sqrt{\beta v} \chi_{v v}\right)\left(\chi_{u v}+\sqrt{\beta v} \chi_{v i}\right)=0 . \tag{3.6}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
\left(\frac{d v}{d u}\right)_{\sigma}=\left(\frac{d v}{d u}\right)_{\Gamma_{+}}, \quad \text { if } \quad \chi_{u v}=\sqrt{\beta v} \chi_{v v} \tag{3.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\frac{d v}{d u}\right)_{\sigma}=\left(\frac{d v}{d u}\right)_{\Gamma_{-}}, \quad \text { if } \quad \chi_{u v}=-\sqrt{\beta v} \chi_{v v} \tag{3.8}
\end{equation*}
$$

The condition under which this result holds is both necessary and sufficient. This shows that the lines $\lambda_{+}$and $\lambda_{-}$are respectively the locus of the points of tangency of the path $\sigma$ with $\Gamma_{+}$and $\sigma$ with $\Gamma_{-}$. Furthermore, the paths $\sigma$ do not have an envelope and that of $\Gamma$ is

$$
\beta v=0
$$

which corresponds to $\rho=0$ and is, of course, uninteresting. Hence, it cannot belong to either family of the characteristics $\Gamma$. The only alternative is that it is an envelope of one family of the characteristics $C$ in the $t, x$-plane. By analogy with the steady irrotational motion it is again called "limiting line," the justification will be found in the following section.
4. The properties of the "limiting line." Being the envelope of one family of real
characteristics in the $t, x$-plane, the "limiting line" will be entirely in the field of motion. It is, therefore, paramount to investigate the behavior of the solution along this line.

Consider first the line element of a path $s$ of a fluid-particle at the "limiting line" $l$. Generally, for any line element one obtains from Eq. (2.10)

$$
\begin{aligned}
& d x=\left(\chi_{u u}-u \chi_{u v}-\chi_{v}\right) d u+\left(\chi_{u v}-u \chi_{v v}\right) d v, \\
& d t=-\chi_{u v} d u-\chi_{v v} d v .
\end{aligned}
$$

Along a path $s$ given by $d x / d t=u$, we have

$$
\left(\chi_{u u}-\chi_{v}\right) d u+\chi_{u v} d v=0
$$

Using this relation to eliminate $d v$ from $d x$ and $d t$ and by regarding $u$ as a parameter, we obtain the following parametric equations for the path $s$ :

$$
\begin{align*}
& d x=u \frac{\chi_{u u} \chi_{v v}-\chi_{u v}^{2}-\chi_{v} \chi_{v v}}{\chi_{u v}} d u  \tag{4.1}\\
& d l=\frac{\chi_{u u} \chi_{v v}-\chi_{u v}^{2}-\chi_{v} \chi_{v v}}{\chi_{u v}} d u \tag{4.2}
\end{align*}
$$

According to our previous findings, $J=0$ yields two lines $\lambda_{+}$and $\lambda_{-}$, each of which associates with only one group of characteristics $\Gamma$ in the $u, v$-plane. This shows that on the "limiting line" $d x$ and $d t$ both become differentials of higher order and will change sign on crossing the line $\lambda$. This agrees, of course, with the cuspidal nature of the singularity.

Dividing both sides by $d x$ and $d t$ respectively, we obtain the following expressions for the derivatives $u_{x}$ and $u_{t}$ along $s$ :

$$
\begin{align*}
& \left(u_{x}\right)_{s}=\frac{\chi_{u v}}{u\left(\chi_{u u v} \chi_{v v}-\chi_{u v}^{2}-\chi_{v} \chi_{v}\right)}  \tag{4.3}\\
& \left(u_{t}\right)_{v}=\frac{\chi_{u v}}{\chi_{u u} \chi_{v v}-\chi_{u v}^{2}-\chi_{v} \chi_{v v}} \tag{4.4}
\end{align*}
$$

Thus on the "limiting line" the acceleration of a fluid-particle becomes infinite as $\chi_{u v}$ is finite there. This implies also an infinite pressure gradient [see Eq. (2.1)].

The physical state to which $J(u, v)=0$ corresponds can be readily deduced. It can be summarized in the statement that if the Jacobian vanishes, then the motion in the immediate neighborhood of the line $J=0$ is a compressive one. To prove this, let us consider the ratios $v_{t} / u_{x}, u_{t} / v_{x}, u_{t} / u_{x}$ and $v_{t} / v_{x}$ which, according to the relations obtined in Section 2, equal

$$
\begin{array}{ll}
\frac{v_{\ell}}{u_{x}}=-\beta v-u \frac{\chi_{u v}}{\chi_{v v}}-\frac{\alpha \beta u v}{x} \cdot \frac{J}{\chi_{v v}}, & \frac{u_{t}}{u_{x}}=-u+\frac{\chi_{u v}}{\chi_{v v}} \\
\frac{u_{i}}{v_{x}}=u \frac{\chi_{v v}}{\chi_{u v}}-1, & \frac{v_{\ell}}{v_{x}}=-u+\beta v \frac{\chi_{v v}}{\chi_{u v}}+\frac{\alpha \beta u v}{x} \frac{J}{\chi_{u v}}
\end{array}
$$

In the $u$, v-plane, the expressions on the right-hand side are everywhere continuous. At the line $\lambda_{+}$corresponding to $\chi_{u v}=\sqrt{\beta v} \chi_{v r}$, they become

$$
\begin{array}{ll}
\frac{v_{t}}{u_{x}}=-c^{2}\left(1-\frac{u}{c}\right)<0, & \frac{u_{t}}{u_{x}}=c\left(1-\frac{u}{c}\right)>0, \\
\frac{u_{t}}{v_{x}}=-\left(1-\frac{u}{c}\right)<0, & \frac{v_{t}}{v_{x}}=c\left(1-\frac{u}{c}\right)>0 .
\end{array}
$$

By continuity, the relative signs of the differential quotients hold in the neighborhood of the "limiting line." Thus, we conclude that either $v_{l}>0, v_{x}>0$ and $u_{t}<0, u_{x}<0$ or $v_{l}<0, v_{x}<0$ and $u_{t}>0, u_{x}>0$. The first case is exactly the condition for a compressive motion. Whereas the second case may either correspond to a rarefaction or to a change of sign of the Jacobian $J(u, v)$. As the rarefaction does not conform to the geometric properties of $J=0$, the second case corresponds to the second branch of the solution and hence can be disregarded.
5. Lost solution. In the previous sections, we assume that the Jacobian $J(u, v)$ does not vanish. Thus the one-to-one correspondence between the $t, x$ - and $u, v$-planes is assured and the condition $J=0$ is restricted to the singular line $l$. In a special case the Jacobian may vanish identically, however. This vanishing of the Jacobian establishes a relation between $v$ and $u$ in the $u, v$-plane and, as a result, yields a class of solution not contained in the transformation (2.7). To study this form of solution, let us first set

$$
\begin{equation*}
v=v(u) . \tag{5.1}
\end{equation*}
$$

The differential equations (2.4) and (2.5) can then be rewritten as

$$
\begin{align*}
u_{l}+\left(u+\frac{d v}{d u}\right) u_{x} & =0  \tag{5.2}\\
u_{t} \frac{d v}{d u}+\left(u \frac{d v}{d u}+\beta v\right) u_{x} & =-\frac{\alpha \beta u v}{x} \tag{5.3}
\end{align*}
$$

This type of solution has been discussed by K. Bechert ${ }^{7}$ whose main result was as follows. By eliminating $x$ and $t$ the system of Eqs. (5.2) and (5.3) can be reduced to a second order non-linear total differential equation, based on the existence of a linear relation between $t$ and $x$. By a slightly different procedure it can be shown that instead of a second order differential equation one can obtain a first order one of Abel's type being amenable to numerical integration. The main feature of the solution, however, can be discussed in the following manner.

Along $u=$ const., i.e., along

$$
d u=u_{x} d x+u_{t} d t=0,
$$

the slope of the curve $u=$ const. equals

$$
\begin{equation*}
\left(\frac{d x}{d t}\right)_{u}=-\frac{u_{t}}{u_{x}}=u+\frac{d v}{d u}, \tag{5.4}
\end{equation*}
$$

on account of Eq. (5.2). Since $d v / d u$ is a function of $u$ alone, on $u=$ const. $(d v / d u)_{u}$ is

[^15]constant. Therefore, the curve $u=$ const. is a straight line in the $t, x$-plane. In conformity to the assumption (5.1), there exists a parameter $\xi$ defined by
\[

$$
\begin{equation*}
\xi=\frac{x}{c_{0}\left(t+t_{0}\right)} \tag{5.5}
\end{equation*}
$$

\]

where $c_{0}$ is the speed of sound at $u=0$, and $t_{0}$ a suitable constant. It is clear that $\xi=$ const. corresponds to $u=$ const. In other words, both $v$ and $u$ may be regarded as functions of $\xi$.

If the determinant $v^{\prime 2}-\beta v \neq 0, u_{x}$ and $u_{t}$ can be expressed in terms of $u$. We have

$$
\begin{align*}
& u_{x}=\frac{\alpha \beta u v}{x} \frac{1}{v^{\prime 2}-\beta v}  \tag{5.6}\\
& u_{t}=-\frac{\alpha \beta u v}{x} \frac{u+v^{\prime}}{v^{\prime 2}-\beta v} \tag{5.7}
\end{align*}
$$

where the prime denotes the total differentiation with respect to $u$. Like in the general case, here again the solution possesses a singular line on which the partial derivatives generally become infinite. Its other properties will be studied presently. From Eq. (5.4) it is found that

$$
\left(\frac{d x}{d t}\right)_{u}=u+v^{\prime}
$$

while the characteristics are

$$
\left(\frac{d x}{d t}\right)_{C}=u \pm \sqrt{\beta v}
$$

On the other hand, where the singular line $\lambda$, i.e. the line

$$
\begin{equation*}
v^{\prime 2}-\beta v=0 \tag{5.8}
\end{equation*}
$$

intersects the integral-curve $v(u)$, we have

$$
\begin{equation*}
\left(\frac{d x}{d t}\right)_{u}=u \pm \sqrt{\beta v}=\left(\frac{d x}{d t}\right)_{c} \tag{5.9}
\end{equation*}
$$

This shows that at the singular point of the solution $v(u)$, the $u=$ const. line becomes the envelope of one family of characteristics $C$. Hence the envelope is a straight line. Furthermore, according to Eqs. (4.1) and (4.2) the parametric equations of the path $s$ are

$$
\begin{align*}
& d x=-\frac{x}{\alpha \beta v v^{\prime}}\left(v^{\prime}+\sqrt{\beta v}\right)\left(v^{\prime}-\sqrt{\beta v}\right) d u  \tag{5.10}\\
& d t=-\frac{x}{\alpha \beta u v v^{\prime}}\left(v^{\prime}+\sqrt{\beta v}\right)\left(v^{\prime}-\sqrt{\beta v}\right) d u . \tag{5.11}
\end{align*}
$$

Since each factor on the right-hand side corresponds to a group of the characteristics $C$, on crossing the line $\lambda$, where this factor vanishes, the elements $d x$ and $d t$ change
their signs. This proves that the line $l$, the image of $\lambda$, possesses all the characteristics of a "limiting line."

It is interesting to note the difference between plane and spherical waves. In the former case, Eq. (5.8) would be satisfied identically. This lets the lines $u=$ const. degenerate into the characteristics. Indeed, it is also possible for one family of the characteristics which are straight lines to have an envelope; the differential quotients $u_{x}, u_{t}$ are finite, however. Consequently, we have no "limiting line," in the strict sense. This does not mean, of course, that the solution is regular. As a matter of fact, the solution already becomes many-valued before this line is reached.
6. Lost solution: a special problem. From the foregoing conclusions, a compressive spherical or cylindrical wave always becomes indeterminate when a singular line is reached. As an illustration the following special problem is considered.

Suppose there is a divergent spherical or cylindrical wave propagating with velocity $c_{0}$ into still air. On the wave-front, where the motion agrees with the outside conditions, the state-variables $\rho, p$ become equal to those of the still air and the velocity is zero. The path of the wave-front is then described by

$$
\begin{equation*}
x=c_{0}\left(t+t_{0}\right) . \tag{6.1}
\end{equation*}
$$

The mathematical problem can thus be formulated in the following way:

$$
\left.\begin{array}{ll}
u=0, & \text { when }  \tag{6.2}\\
u \neq 0 & \text { when } \\
u<c_{0}\left(t+t_{0}\right), \\
u & \left(t+t_{0}\right) .
\end{array}\right\}
$$

A particularly simple case will be the one where both the pressure and the velocity are propagated with constant speed. In other words, these quantities depend only on a common parameter.

To simplify the amount of mathematical work involved, the differential equations (2.4) and (2.5) will be put into the following equivalent form:

$$
\begin{equation*}
\left(c^{2}-\phi_{x}^{2}\right) \phi_{x x}-2 \phi_{x} \phi_{x t}-\phi_{t l}+\frac{2 c^{2} \phi_{x}}{x}=0 \tag{6.3}
\end{equation*}
$$

by introducing a potential-function $\phi(t, x)$ :

$$
\begin{equation*}
u=\phi_{x}, \quad c^{2}-c_{0}^{2}+\frac{\beta}{2} \phi_{x}^{2}=-\beta \phi_{1} . \tag{6.4}
\end{equation*}
$$

In the case of a lost solution, there exists a parameter $\xi$ defined by (5.5) such that $\xi=1$ corresponds to the initial curve (6.1). Then,

$$
\begin{equation*}
\phi(t, x)=c_{0}^{2}\left(t+t_{0}\right) f(\xi) \tag{6.5}
\end{equation*}
$$

and hence

$$
\begin{gather*}
u(t, x)=c_{0} f^{\prime}(\xi),  \tag{6.6}\\
c^{2}=c_{\cap}^{2}\left[1-\frac{\beta}{2} f^{\prime 2}-\beta\left(f-\xi f^{\prime}\right)\right], \tag{6.7}
\end{gather*}
$$

where the prime indicates the total differentiation with respect to $\xi$, and the function $f(\xi)$ satisfies

$$
\begin{equation*}
\left[c^{2}-c_{0}^{2}\left(f^{\prime}-\xi\right)^{2}\right] \xi f^{\prime \prime}+2 c_{0}^{2} f^{\prime}=0 \tag{6.8}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
f(1)=0, \quad f^{\prime}(1)=0 \tag{6.9}
\end{equation*}
$$

The first conclition, namely $f(1)=0$, is necessary to make $c=c_{0}$ on $\xi=1$. When the conditions (6.9) are substituted in Eq. (6.8), it appears that $f^{\prime \prime}(1)$ is arbitrary. We need not be alarmed by this situation, but recall that in this particular type of initial value problem, the "support" is a characteristic. Physically, this means that the initial conditions prescribed in this manner do not "know" the internal structure of the motion, because they propagate ahead with larger speed. It is only natural, then, that such an arbitrariness should arise which enables us to fit properly the physical conditions specified. This arbitrariness is only a partial one, however, since for a compressive motion the sign of $f^{\prime \prime}(1)$ is necessarily negative; for on $\xi=1$

$$
\left(\rho_{t}\right)_{1}+\rho_{0}\left(u_{x}\right)_{1}=0
$$

according to Eq. (2.2). In a compressive motion $\left(\rho_{\ell}\right)_{1}>0$, it follows that

$$
\begin{equation*}
\left(u_{x}\right)_{1}=\frac{c_{0}}{x} f^{\prime \prime}(1)<0 \tag{6.10}
\end{equation*}
$$

Thus, for any compressive motion the absolute value of $f^{\prime \prime}(1)$ is determined in consistence with the physical process.

The differential equation (6.8) which determines the interior motion of a mass of air, has two singular points in the $\xi$, $f$-plane given by the vanishing of the coefficient of $f^{\prime \prime}(\xi)$. The geometrical interpretation is evident, when (6.8) is written as

$$
\begin{align*}
&\left(c+u-c_{0} \xi\right)\left(c-u+c_{0} \xi\right) \\
&=-\left[\left(\frac{d x}{d t}\right)_{c_{+}}-\left(\frac{d x}{d t}\right)_{\xi-}\right]\left[\left(\frac{d x}{d t}\right)_{c_{-}}-\left(\frac{d x}{d t}\right)_{\xi-}\right] \tag{6.11}
\end{align*}
$$

that is, when one family of characteristics become tangent to a line $\xi=$ const., an infinite curvature would occur if $u$ is finite there. According to what has been said in the last section, this characterizes the "limiting line" of the solution.

Let us push the discussion a step further. For this purpose only the first order terms need be retained. Taking $\beta$ as a small parameter, one has accordingly

$$
\begin{equation*}
f(\xi)=f_{0}(\xi)+\beta f_{1}(\xi)+\cdots \tag{6.12}
\end{equation*}
$$

Substituting in Eq. (6.8) we obtain

$$
\begin{equation*}
\left[1-\left(f_{0}^{\prime}-\xi\right)^{2}\right] \xi f_{0}^{\prime \prime}+2 f_{0}^{\prime}=0 \tag{6.13}
\end{equation*}
$$

This equation is free from $f_{0}$; letting $w=f^{\prime}$ we find

$$
\begin{equation*}
\frac{d w}{d \xi}=\frac{w}{\xi} \frac{2}{(w-\xi)^{2}-1}, \quad 0 \leqq \xi \leqq 1 . \tag{6.14}
\end{equation*}
$$

Aside from the two singular lines

$$
\begin{equation*}
w=\xi+1 \tag{6.15}
\end{equation*}
$$

$$
\begin{equation*}
w=\xi-1, \tag{6.16}
\end{equation*}
$$

where the slope of $w$ is infinite, there are two additional singularities $(1,0)$ and $(0,0)$ where the slope is indeterminate. The point $(1,0)$ acts as a sort of nodal point which makes the initial condition insufficient. The point $(0,0)$ is a saddle point as locally the equation behaves like

$$
\begin{equation*}
\frac{d w}{d \xi}=-\frac{2 w}{\xi}, \tag{6.17}
\end{equation*}
$$

which form is obtained by neglecting $(w-\xi)^{2}$ as compared with 1 .
The situation can now be summarized. The integral curve starting from $(1,0)$ rises as $\xi$ decreases and eventually intersects with the line ( 6.15 ) where it will have a vertical tangent at $\xi<1$. After it crosses this line its slope changes sign. This causes the curve to bend backward again. Thus, $\xi$ is seen to assume a minimum value. Owing to the fact that the origin is a saddle point, no integral curve could possibly cross the line $\xi=0$. This fact makes the continuation of the solution as far as $\xi=0$ impossible.
7. Continuation of the solution. The results obtained in the previous sections show that, in the case of the propagation of a spherical or cylindrical wave, a continuous solution does not exist throughout the domain considered and can be constructed, at most, as far as a singular line $l$ in the $l, x$-plane from a suitably chosen initial data. The line $l$ thus acts as a sort of "frontier" into which no solution can enter and at which the solution is turned back as a second branch. The domain then is doubly covered. Physically, this is impossible and hence must be rejected as a solution. The question is: is it possible to connect it with a different solution beyond this line?

First; consider the line $\lambda$ as a "support" with a given set of initial data and then solve the initial value problem ${ }^{8}$ for a Nonge-Ampère equation. Regarding $\lambda$ as a parameter, we have along the line $\lambda$

$$
\begin{align*}
& \frac{d}{d \lambda} \chi_{u}=\chi_{u v} \frac{d u}{d \lambda}+\chi_{u v} \frac{d v}{d \lambda},  \tag{7.1}\\
& \frac{d}{d \lambda} \chi_{v}=\chi_{u v} \frac{d u}{d \lambda}+\chi_{v v} \frac{d v}{d \lambda}, \tag{7.2}
\end{align*}
$$

and hence

$$
\left(\chi_{u u \chi_{v v}}-\chi_{u v}^{2}\right) \frac{d u}{d \lambda}=\chi_{v v} \frac{d}{d \lambda} \chi_{u}-\chi_{u v} \frac{d}{d \lambda} \chi_{v .} .
$$

Substituting this into Eq. (2.11) we obtain a linear relation between the partial derivatives:

$$
\begin{equation*}
\chi_{u u}+\left[\frac{\alpha \beta u v}{x}\left\{\frac{d \chi_{u} / d \lambda}{d u / d \lambda}-\chi_{v}\right\}-\beta v\right] \chi_{v v}-\frac{\alpha \beta u v}{x} \frac{d \chi_{v} / d \lambda}{d u / d \lambda} \chi_{u v}=\chi_{v} \tag{7.3}
\end{equation*}
$$

Since $\lambda$ is not a characteristic, Eqs. (7.1), (7.2) and (7.3) are sufficient for a unique determination of $\chi_{u v}, \chi_{u v}$ and $\chi_{v v}$; and consequently a unique integral surface. The uniqueness of the solution is sufficient to show that the solution, when transformed

[^16]back to the $t$, $x$-plane, will correspond to the very one that doubles back at the "limiting line." A continuous solution is thus out of the question.

The alternative procedure would be to continue it by joining it smoothly at the line $\lambda$ to the lost solution. This is also impossible. Indeed, if this were possible, the line $\lambda$ would have to coincide with the integral curve $v(u)$ in order to provide a continuous solution. This is contradictory, because it is easy to show that the line $\lambda$ does not satisfy the differential cquation for $v(u)$.

The other possibility which remains to be investigated is to identify the "limiting line" as a shock wave so as to construct a discontinuous solution. This would require the continued solution to satisfy the shock conditions. Since, in general, the "limiting line" $l$ is curved, as a result there would be a non-uniform shock wave in the motion, for which both the speed and the strength are no longer constant and therefore the entropy would be constantly changing across the shock. This very fact makes the original assumption untenable. Hence to continue discontinuously a solution with entropy constant everywhere is also impossible.

The problem might be solved, however, if the original hypothesis of isentropic motion is abandoned. To include the possibility that a shock wave may exist within the motion, the continued solution must satisfy the following more general set of equations:

$$
\begin{array}{r}
u_{t}+u u_{x}+\frac{p_{z}}{\rho}=0 \\
\rho_{t}+u \rho_{x}+\rho\left(u_{x}+\frac{\alpha u}{x}\right)=0 \\
\left(p \rho^{-\gamma}\right)_{t}+u\left(p \rho^{-\gamma}\right)_{x}=0 \tag{7.6}
\end{array}
$$

The task then is to construct a solution which should satisfy both the initial and the shock conditions in a region bounded by the initial curve, the shock line and a characteristic drawn to the initial curve through the point where the envelope first appears. The shock line, however, is not given, it should be chosen in such a way that it yields a solution fulfilling all the prescribed conditions. The mathematical problem thus turns out to be extremely difficult.

The author wishes to thank Dr. H. S. Tsien for his invaluable discussions and criticism.

# ON PROJECTILES OF MINIMUM WAVE DRAG* 
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1. Introduction. The wave resistance of slender bodies of revolution in symmetrical supersonic flow was calculated approximately by von Kármán, ${ }^{1}$ by means of a distribution of singularities along the axis of the projectile. The individual singularity is characterized by a potential of the form $\phi_{i}(x, r)=\left\{\left(x-\xi_{i}\right)^{2}-\alpha^{2} r^{2}\right\}^{-1 / 2}$, where $x, r$ are cylindrical coordinates, $x$ being measured downstream from the nose of the projectile and $r$ radially from the axis, $\xi_{i}$ is the value of $x$ corresponding to the singularity, $\alpha$ is the cotangent of the Mach angle of the undisturbed flow, so that

$$
\alpha=\sqrt{(U / a)^{2}-1}
$$

$U$ and $a$ being the stream velocity and the velocity of sound in the undisturbed flow. It will readily be verified that $\phi_{i}(x, r)$ is a solution of the linearized potential equation for supersonic flow with axial symmetry

$$
\begin{equation*}
\left(\frac{U^{2}}{a^{2}}-1\right) \frac{\partial^{2} \phi}{\partial x^{2}}=\frac{\partial^{2} \phi}{\partial r^{2}}+\frac{1}{r} \frac{\partial \phi}{\partial r} \tag{1}
\end{equation*}
$$

Von Kármán calculated the wave resistance by integrating the transport of momentum across a cylindrical surface enclosing the body. In his approximation, the integral is independent of $r$ and can be evaluated in the limit $r \rightarrow 0$. The result is $\dagger$

$$
\begin{equation*}
R=-\pi \rho \int_{0}^{\infty} \int_{0}^{\infty} f^{\prime}(x) f^{\prime}(\xi) \log |x-\xi| d x d \xi \tag{2}
\end{equation*}
$$

where $R$ is the wave resistance and $f(x)$ is the function specifying the distribution of singularities along the $x$ axis. For bodies of finite length $l, f(x)$ is found to be indentically zero for $x>l$; hence both integrals in (2) can be replaced by integrals from 0 to $l$.

For slender bodies, von Kármán showed that approximately

$$
\begin{equation*}
f(x)=\frac{U}{2 \pi} \frac{d S}{d x} \tag{3}
\end{equation*}
$$

where $S$ is the cross-sectional area of the body.
In the present paper we shall amplify the analogy, already mentioned by von Kármán, between the wave resistance of a slender projectile and the induced drag of a wing. It will be shown that this analogy suggests a useful form for the calculation of

[^17]the wave drag. The properties of projectiles of minimum wave drag for given length and volume, and for given length and caliber, will then be investigated.
2. The induced-drag analogy. Formula (2) for the wave drag can be written in the form
$$
R=-\pi \rho \int_{0}^{l} f^{\prime}(x) F(x) d x
$$
or, after integration by parts, assuming $f(0)=f(l)=0$; i.e. that the body has sharp points at front and rear,
$$
R=\pi \rho \int_{0}^{l} f(x) F^{\prime}(x) d x
$$
where
\[

$$
\begin{equation*}
F(x)=\int_{0}^{i} f^{\prime}(\xi) \log |x-\xi| d \xi . \tag{4}
\end{equation*}
$$

\]

In the form ( $2^{\prime \prime}$ ), von Kármán's analogy between the wave resistance and the induced drag of a finite wing in the Prandtl lifting-line theory ${ }^{2}$ is evident: $f(x)$ is proportional to the circulation distribution over the span of the wing, $F^{\prime}(x)$ is the corresponding downwash distribution, and $R$ is the induced drag.

It is also useful to put (4) in another form, sometimes more convenient for calculation. Let us introduce the coordinates $\theta$ and $\vartheta$ defined by

$$
\begin{array}{ll}
x=\frac{l}{2}(1+\cos \theta), & 0 \leqq \theta \\
\xi=\frac{l}{2}(1+\cos \vartheta), & \vartheta \leqq \pi \tag{5}
\end{array}
$$

The expression for $F(x)$ then becomes

$$
\begin{equation*}
F(x)=\frac{l}{2} \int_{0}^{\pi} f^{\prime}(\xi) \log |\cos \theta-\cos \vartheta| \sin \vartheta d \vartheta \tag{6}
\end{equation*}
$$

provided that $\int_{0}^{l} f(\xi) d \xi=0$, as is always the case for closed bodies, in accordance with (3). Now the definitions in (5) can be taken to cover the range $-\pi \leqq \theta \leqq \pi,-\pi \leqq \vartheta \leqq \pi$, and $f^{\prime}(\xi)$ can arbitrarily be defined to be an odd function of $\vartheta$. Then (6) can easily be put into the form

$$
F(x)=\frac{l}{2} \int_{-\pi}^{\pi} f^{\prime}(\xi) \log \left|\sin \frac{\theta-\vartheta}{2}\right| \sin \vartheta d \vartheta
$$

or, after integration by parts,

$$
\begin{equation*}
F(x)=-\frac{1}{2} \int_{-\pi}^{\pi} f(\xi) \cot \frac{\theta-\vartheta}{2} d \vartheta \tag{7}
\end{equation*}
$$

[^18]The induced-drag analogy pointed out above suggests that $f(\xi)$ be expanded in a sine series; this is the usual technique employed in the Prandtl wing theory: ${ }^{3}$

$$
\begin{equation*}
f\binom{x}{\xi}=\frac{l U}{2} \sum_{1}^{N} b_{n} \sin \binom{n}{n_{\vartheta}} . \tag{8}
\end{equation*}
$$

Substituting in (7) and ( $2^{\prime}$ ), we obtain the following expression for the wave drag:

$$
\begin{equation*}
R=\frac{\pi^{3}}{4} \frac{\rho U^{2}}{2} l^{2} \sum_{1}^{N} n b_{n}^{2} \tag{9}
\end{equation*}
$$

-again analogous to a well-known expression for the induced drag of a wing. ${ }^{3}$
3. Minimum wave drag for given volume and length. The expression for the crosssectional area $S$ corresponding to (8), in the approximation represented by (3), is

$$
\begin{equation*}
S=\frac{\pi l^{2}}{4}\left\{\left[\pi-\theta+\frac{1}{2} \sin 2 \theta\right] b_{1}-\sum_{2}^{N} b_{n}\left[\frac{\sin (n-1) \theta}{n-1}-\frac{\sin (n+1) \theta}{n+1}\right]\right\} . \tag{10}
\end{equation*}
$$

It is clear that for closed projectiles, pointed front and rear, $b_{1}$ must vanish.* Also, the total volume occupied by the projectile is

$$
\begin{equation*}
\text { Vol. }=\int_{0}^{l} S d x=\pi^{2}\left(\frac{l}{2}\right)^{3}\left(b_{1}-\frac{1}{2} b_{2}\right) \tag{11}
\end{equation*}
$$

or, for closed pointed bodies,

$$
\begin{equation*}
\text { Vol. }=-\frac{1}{2} \pi^{2}\left(\frac{l}{2}\right)^{3} b_{2} \tag{12}
\end{equation*}
$$

Hence, for given length and volume, the minimum wave resistance is obtained when only $b_{2}$ is different from zero. The geometry of this body is given by

$$
\begin{equation*}
S=-\frac{\pi l^{2} b_{2}}{4}\left(\sin \theta-\frac{1}{3} \sin 3 \theta\right)=-\frac{\pi l^{2} b_{2}}{3} \sin ^{3} \theta \tag{13}
\end{equation*}
$$

and its wave resistance is

$$
\begin{align*}
R & =\frac{\pi^{3}}{2} \frac{\rho U^{2}}{2} l^{2} b_{2}^{2} \\
& =\frac{9}{8} \pi^{2} \frac{\rho U^{2}}{2} S_{\max }\left(\frac{d_{\max }}{l}\right)^{2} \\
& =\frac{8}{\pi} \frac{\rho U^{2}}{2}\left(\frac{l}{2}\right)^{2}\left[\frac{\text { Vol. }}{(l / 2)^{3}}\right]^{2} . \tag{14}
\end{align*}
$$

This is eight times the wave drag of von Kármán's ogive* of equal length and volume, or about 11.1 times that of von Kármán's ogive of equal length and caliber. (It

[^19]should be mentioned that this comparison may be misleading in view of the fact that von Kármán's ogive has a blunt stern, so that its wave drag certainly does not represent its entire resistance, even in the absence of skin friction. Nevertheless, the wave resistance of that ogive may be taken as a convenient reference.)

The shape of the forward half of the symmetrical projectile represented in (13) is drawn in Fig. 1, for the case $l=4 d_{\text {max }}$. For comparison, there is also shown the shape of von Kármán's ogive having the same caliber and one-half the length.


Fig. 1. Profiles of various projectiles of minimum wave drag: (a) volume and length given, (b) caliber and length given, (c) von Kármán's ogive of equal caliber and one-half the length. (Projectiles (a) and (b) are symmetrical fore-and-aft.)
4. Minimum wave drag for given caliber and length. To attack the problem of the body shape for minimum wave drag, caliber and length specified, we return to the expression for the wave drag given in ( $2^{\prime}$ ) and (4) and employ the methods of variation calculus. By virtue of the symmetry with respect to $x$ and $\xi$, the variation of the resistance with varying body form assumes a simple form; viz.,

$$
\begin{align*}
\delta R= & -\pi \rho\left\{\int_{0}^{l} \delta f^{\prime}(x) \int_{0}^{l} f^{\prime}(\xi) \log |x-\xi| d \xi d x\right. \\
& \left.+\int_{0}^{l} f^{\prime}(x) \int_{0}^{l} \delta f^{\prime}(\xi) \log |x-\xi| d \xi d x\right\} \\
= & -2 \pi \rho \int_{0}^{l} \delta f^{\prime}(x) F(x) d x \tag{15}
\end{align*}
$$

In this section we shall provide for the possibility [excluded in obtaining $\left(2^{\prime \prime}\right)$ ] that $d S / d x$, and therefore $f(x)$, is discontinuous at the station where the maximum diameter occurs, $x=m$. Hence, integrating by parts in (15), and again assuming sharp points at bow and stern, we write

$$
\begin{align*}
\delta R & =-2 \pi \rho\left\{F(m) \delta[f(x)]_{m}-\int_{0}^{l} \delta f(x) F^{\prime}(x) d x\right\} \\
& =-2 \pi \rho\left\{F(m) \delta[f(x)]_{m}+\frac{U}{2 \pi} \int_{0}^{t} \delta S(x) F^{\prime \prime}(x) d x\right\} \tag{16}
\end{align*}
$$

where $[f(x)]_{m}$ denotes the value of the discontinuity in $f(x)$ at $x=m$, and the area function $S(x)$ has been assumed to be continuous.

In the form (16) it is clear that the shape of the part of the body forward of the maximum section at $x=m$ can be held fixed while $S(x)$ is varied over the rear part to achieve a minimum of $R$; then the rear shape can be fixed in this minimum-drag configuration while $S(x)$ is varied in front to minimize $R$; the result will be the mini-mum-drag shape for given maximum cross section at $x=m$. We shall also assume that the discontinuity of slope represented by $[f(x)]_{m}$ is not varied in the process; it will appear later that this is valid. The minimum-drag condition $\delta R=0$ is then obtained when

$$
\left.\begin{array}{rl}
F^{\prime \prime}(x) & =0  \tag{17}\\
F(x) & =c_{1} x+c_{2}
\end{array}\right\} 0 \leqq x \leqq m,
$$

The analogy with the induced drag of a wing is again useful. The analogous problem is the following: to determine the spanwise circulation distribution $f(x)$ so as to obtain minimum induced drag, it being required that the total lift be zero, but that the lift carried on one side of a station $x=m$ have a given value, equal and opposite to that carried on the other side of that station. The result obtained in (17) states that the condition of minimum drag results when the downwash $F^{\prime}(x)$ is constant in each of the two parts of the wing.

Fortunately, investigations have been made ${ }^{4,5}$ of the behavior of the circulation distribution near a point on a lifting line where the downwash in discontinuous. It is found that the circulation function is continuous but has a vertical tangent and discontinuous curvature at such a point. Applying this result to our projectile problem, we can conclude that $f(x)$ will exhibit a singularity of this type at $x=m$. Moreover, since $F(x)$ can be interpreted as the downwash corresponding to the circulation distribution $S(x)$, we conclude that $F(x)$ cannot be discontinuous at $x=m$ if we exclude singularities of this type from the shape function $S(x)$. Accordingly, we write

$$
\begin{equation*}
\left(c_{1}-c_{3}\right) m=c_{4}-c_{2} \tag{18}
\end{equation*}
$$

The resistance of the minimum-wave-drag body is easily calculated from ( $2^{\prime}$ ); it is

[^20]\[

$$
\begin{align*}
R & =-\pi \rho\left\{\frac{U}{2 \pi}\left(c_{3}-c_{1}\right) S_{\max }+\left(c_{1} m+c_{2}\right)[f(x)]_{m}\right\} \\
& =\rho \frac{U}{2}\left(c_{1}-c_{3}\right) S_{\max } \tag{19}
\end{align*}
$$
\]

where $S_{\max }$ is the cross-sectional area at $x=m$.
The form of $f(x)$ corresponding to (17), and subsequently the shape of the body, can be determined by inverting (7) by means of the so-called "Reciprocity Theorem":

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi^{2}} \int_{0}^{2 \pi} F(\xi) \cot \frac{\theta-\vartheta}{2} d \vartheta . \tag{20}
\end{equation*}
$$

The quadratures involved are rather tedious, but can be carried out. The result is

$$
\begin{equation*}
f(x)=\frac{1}{2 \pi^{2}}\left\{\left(c_{3}-c_{1}\right)(x-m) \log \frac{1-\cos (\theta+\mu)}{1-\cos (\theta-\mu)}+\left[\left(c_{3}-c_{1}\right) \mu+\pi c_{1}\right] l \sin \theta\right\}, \tag{21}
\end{equation*}
$$

where $m=(l / 2)(1+\cos \mu)$. It can quickly be verified that this function has the type of singularity at $x=m$ that was predicted by the wing analogy.

This expression can be integrated again to evaluate the constants $c_{1}$ and $c_{3}$ and then to determine the function $S(x)$. By integrating from $x=0$ to $x=l$ it is determined that $\left(c_{3}-c_{1}\right)\left(\mu-\frac{1}{2} \sin 2 \mu\right)+\pi c_{1}=0$. Finally, by carrying out the lengthy quadratures necessary to apply the condition $(U / 2 \pi) S_{\text {max }}=\int_{0}^{m} f(x) d x$, it is found that

$$
\begin{equation*}
c_{1}=4 U S_{\max } \frac{\mu-\frac{1}{2} \sin 2 \mu}{l^{2} \sin ^{4} \mu} . \tag{22}
\end{equation*}
$$

The wave resistance (19) then assumes the form
or

$$
\begin{align*}
& R=\frac{\rho U^{2}}{2} S_{\max }\left(\frac{d_{\max }}{l}\right)^{2} \frac{\pi^{2}}{\sin ^{4} \mu} \\
& R=\frac{\rho U^{2}}{2} S_{\max }\left(\frac{d_{\max }}{l}\right)^{2}\left\{2 \frac{m}{l / 2}-\left(\frac{m}{l / 2}\right)^{2}\right\}^{-2} \tag{23}
\end{align*}
$$

Thus the wave drag varies symmetrically about $m=l / 2$ or $\mu=\pi / 2$, and is least if the maximum cross section is located at mid-length-i.e., for a symmetrical projectile. The wave drag of this projectile is $\pi^{2}$ times as great as that of von Kármán's ogive of equal length and caliber. Its shape is indicated in Figure 1.
5. Concluding remarks. A somewhat similar analysis of projectile shapes for minimum wave resistance has been made by Haack, ${ }^{7}$ who considered only symmetrical projectiles. The results obtained here are in agreement with Haack's for such projectiles, except for the value of the drag of the minimum-wave-drag body for given length and volume, which seems to have been tabulated erroneously in the earlier paper.

[^21]
## THE BOUNDARY LAYER IN A CORNER*

BY<br>G. F. CARRIER<br>Brown Universily

1. Introduction. The laminar flow of a relatively non-viscous fluid through a channel is characterized by the presence of a thin boundary layer along the walls. In straight channels, such boundary layers are usually assumed to have the velocity distribution determined by Blasius [1] for the flow past a flat plate, and the flow pattern in the neighborhood of any corner is not mentioned. It seems of interest to develop here the change in the Blasius flow implied by such a corner.
2. The boundary layer problem. We shall consider the laminar flow of an incompressible fluid which impinges with the uniform velocity $V$ on the edges $x=0$ of the half planes $y=0, z=0$.

The Navier-Stokes equations and the continuity condition which govern such flows are

$$
\begin{gather*}
(v \cdot \operatorname{grad}) v+\rho^{-1} \operatorname{grad} p=\nu \Delta v  \tag{1}\\
\operatorname{div} \nabla=0 \tag{2}
\end{gather*}
$$

Here $v$ is the velocity with components $u, v, w ; p$ is the pressure, $\nu$ the kinematic viscosity, and $\rho$ the density.

As v. Kármán has pointed out [2], the essence of the treatment of such equations in a boundary layer problem is to eliminate higher order terms (by a perturbation scheme or otherwise) in such a manner that the order of the equations is not decreased. In this way no boundary conditions need be relaxed. We may accomplish this by using what is essentially Prandtl's coordinate transformation [1], namely

$$
\begin{equation*}
\eta=y /(\nu x / V)^{1 / 2}, \quad \zeta=z /(\nu x / V)^{1 / 2} \tag{3}
\end{equation*}
$$

We also define the parameter $\xi=(\nu / V x)^{1 / 2}$.
Since the flow both within and outside the boundary layer may be expected to be essentially in the $x$ direction and slowly varying in $x$, we may attempt to find a solution in the form

$$
\begin{align*}
u & =V\left[u_{0}(\eta, \zeta)+\xi u_{1}(\eta, \zeta)+\xi^{2} u_{2}+\cdots\right]  \tag{4}\\
v & =V\left(\xi v_{1}+\xi^{2} v_{2}+\cdots\right)  \tag{5}\\
w & =V\left(\xi w_{1}+\xi^{2} w_{2}+\cdots\right)  \tag{6}\\
p & =\rho V^{2}\left(p_{0}+\xi p_{1}+\cdots\right) . \tag{7}
\end{align*}
$$

We commence the series for $v$ and $w$ with a term of order $\xi$, because we wish a solution for which $v / V, w / V$, are small. Furthermore, if we included terms $v_{0}, w_{0}$, the following set of equations would contain terms of order $\xi^{-1}$ with no contribution from the viscous terms of Eqs. (1) and (2). Thus the solutions wherein $v_{0}$, $w_{0}$ were not identically zero would not provide results corresponding to the phenomenon under investigation. $\dagger$

[^22]The substitution of Eqs. (4) to (7) into Eqs. (1) and (2) leads to the system

$$
\begin{array}{r}
-\frac{u_{0}}{2}\left(\eta \partial u_{0} / \partial \eta+\zeta \partial u_{0} / \partial \zeta\right)+v_{1} \partial u_{0} / \partial \eta+w_{1} \partial u_{0} / \partial \beta-\frac{\eta}{2} \frac{\partial p_{0}}{\partial \eta}-\frac{\zeta}{2} \frac{\partial p_{0}}{\partial \zeta} \\
-\left(\frac{\partial^{2}}{\partial \eta^{2}}+\frac{\partial^{2}}{\partial \zeta^{2}}\right) u_{0}+\xi(\cdots)+\cdots=0 \\
\frac{\partial p_{0}}{\partial \eta}+\xi \frac{\partial p_{1}}{\partial \eta}-\xi^{2}\left(\frac{u_{0}}{2}\left[\eta \frac{\partial v_{1}}{\partial \eta}+\zeta \frac{\partial v_{1}}{\partial \eta}\right]+\frac{\partial^{2} \nu_{1}}{\partial \eta^{2}}+\cdots\right)+\cdots=0 \\
\frac{\partial p_{0}}{\partial \zeta}+\xi \frac{\partial p_{1}}{\partial \zeta}-\xi^{2}(\cdots)+\cdots=0 \\
\frac{\eta}{2} \frac{\partial u_{0}}{\partial \eta}+\frac{\zeta}{2} \frac{\partial u_{0}}{\partial \zeta}-\frac{\partial v_{1}}{\partial \eta}-\frac{\partial w_{1}}{\partial \zeta}+\xi(\cdots)+\cdots=0 \tag{11}
\end{array}
$$

The solution of this system of equations requires that the coefficient of each power of $\xi$ in each equation vanish. The first order approximation to the result is defined by the vanishing of the coefficients of $\xi^{0}$. The result can be expected to be valid only when the remaining terms of the series are negligible, that is when $\xi$ is small. Thus the solution, like that for the flat plate, is valid only at sufficiently large distances from the leading edges of the planes.

We now note that the $\xi^{0}$ terms of Eqs. (9) and (10) vanish only if $p_{0}=$ const; the $\xi^{0}$ term of Eq. (11) vanishes if we write

$$
u_{0}=g_{\eta \zeta}(\eta, \zeta), \quad v_{1}=\frac{1}{2}\left(\eta g_{\eta \zeta}-g_{\zeta}\right), \quad w_{1}=\frac{1}{2}\left(\zeta g_{\eta \zeta}-g_{\eta}\right) .
$$

Thus it remains to find $g(\eta, \zeta)$ such that,

$$
g(0, \zeta)=g_{\eta}(0, \zeta)=g(\eta, 0)=g_{\zeta}(\eta, 0)=0
$$

and

$$
\lim _{\eta, 5 \rightarrow \infty} g_{75}(\eta, \zeta)=1
$$

the implied symmetry condition

$$
g(a, b)=g(b, a)
$$

and the differential equation implied by Eq. (8)

$$
\begin{equation*}
g_{7 \eta 5}+g_{7555}+\frac{1}{2}\left\{g_{55} g_{7 \eta 5}+g_{7} g_{755}\right\}=0 \tag{12}
\end{equation*}
$$

We may expect that far from the corner the solution will be essentially that for the flat plate. Hence, we write

$$
\begin{equation*}
g(\eta, \zeta)=f_{0}(\eta) f_{0}(\zeta)+h(\eta, \zeta) \tag{13}
\end{equation*}
$$

where $f_{0}$ is that solution of

$$
2 f^{\prime \prime \prime}+f f^{\prime \prime}=0
$$

such that $f(0)=f^{\prime}(0)=0 ; f_{\alpha-\infty}^{\prime}(\alpha)=1$. This function is tabulated in [1].
Equations (12) and (13) lead to the equation

$$
\begin{align*}
h_{\eta n 75}+h_{n 55}+2 a(\eta, \zeta) h_{\eta \eta}+2 a(\zeta, \eta) h_{\eta 5} & \\
& +b(\eta, \zeta) h_{\eta}+b(\zeta, \eta) h_{\zeta}+\frac{1}{2}\left(h_{\xi} h_{\eta \eta 5}+h_{\eta} h_{\eta \zeta 5}\right)=\frac{1}{25} A(\eta, \zeta), \tag{14}
\end{align*}
$$

where

$$
\begin{aligned}
& a(\eta, \zeta)=\frac{1}{4} f_{0}(\eta) f_{0}^{\prime}(\zeta), \quad b(\eta, \zeta)=\frac{1}{2} f_{0}^{\prime \prime}(\eta) f_{0}^{\prime}(\zeta) \\
& A(\eta, \zeta)=\frac{1}{2}\left\{f_{0}(\eta) f_{0}^{\prime \prime}(\eta) f_{0}^{\prime}(\zeta)\left[1-f_{0}^{\prime}(\zeta)\right]+f_{0}(\zeta) f_{0}^{\prime \prime}(\zeta) f_{0}^{\prime}(\eta)\left[1-f_{0}^{\prime}(\eta)\right]\right\}
\end{aligned}
$$

This equation may be integrated once each over $\eta$ and $\zeta$ taking account of the boundary conditions to yield (when $\varphi=-25 h_{n 5}$ )

$$
\begin{align*}
\Delta \varphi+2 a(\eta, \zeta) \partial \varphi / \partial \eta+2 a(\zeta, \eta) \partial \varphi / \partial \zeta & +b(\eta, \zeta) \int_{0}^{\eta} \varphi d \eta+b(\zeta, \eta) \int_{0}^{\zeta} \varphi d \zeta \\
& +\frac{1}{50}\left[\varphi_{\eta} \int_{0}^{\eta} \varphi d \eta+\varphi_{\zeta} \int_{0}^{\zeta} \varphi d \zeta\right]=\frac{1}{2 \zeta} A(\eta, \zeta) \tag{15}
\end{align*}
$$

The boundary conditions are

$$
\varphi(0, \zeta)=\varphi(\eta, 0)=\lim _{\eta, \zeta \rightarrow \infty} \varphi(\eta, \zeta)=0
$$

This last form of the equation seems best suited for numerical evaluation. The relaxation method [3] appears to be the most appropriate for the determination of $\varphi$ so we form the difference equation derived from Eq. (15) by taking points spaced unity apart in $\eta$ and $\zeta$. The subscripts $m$ and $n$ are used to index these point positions. The difference equation is

$$
\begin{align*}
& \varphi_{m+1, n}+\varphi_{m-1, n}+\varphi_{m, n-1}+\varphi_{m, n+1}-4 \varphi_{m n}+a_{m n}\left(\varphi_{m+1, n}-\varphi_{m-1, n}\right) \\
& \quad+a_{n m}\left(\varphi_{m, n+1}-\varphi_{m, n-1}\right)+b_{m n} \int_{0}^{n} \varphi d \eta+b_{n m} \int_{0}^{m} \varphi d \zeta \\
& \quad+.01\left[\left(\varphi_{m, n+1}-\varphi_{m, n-1}\right) \int_{0}^{m} \varphi d \zeta+\left(\varphi_{m+1, n}-\varphi_{m-1, n}\right) \int_{0}^{n} \varphi d \eta\right]+A_{m, n}=0 \tag{16}
\end{align*}
$$

In this equation the integrals may be evaluated by the simple trapezoidal rule since the function $\varphi$ is very "smooth" although if more accuracy is desired a simple graphical method is conveniently employed.

Table I


The numerical procedure is this: guess values for $\varphi$ at all points $m, n \leqq 8$. Replace the zero on the right side of Eq. (12) by $Q_{m n}$ and compute each $Q_{m n}$ (the residuals). Then revise the guesses for the $\varphi_{m n}$ in such a way as to decrease the $Q_{m n}$, disregarding the changes in the values of the terms containing integrals. When considerable improvement has been made, recompute the $Q_{m n}$ using the complete equation (12) and


Fig. 1. Contours of constant $U$ in corner boundary layer.
repeat the foregoing procedure. It is not necessary to get extremely accurate values of $\varphi$ (especially since $a, b, A$ are not known too finely) because the velocity $u_{0}=f_{0}^{\prime}(\eta)$ $f_{0}^{\prime}(\zeta)+\frac{1}{2 \delta} \varphi(\eta, \zeta)$ will be accurate to three places when $\varphi$ is known to the one hundredths digit. The functions $f_{0}^{\prime}$ and $\varphi$ are tabulated in Table I and contours of constant $u_{0}$ are shown in Fig. 1.
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# THE TREATMENT OF SINGULARITIES OF PARTIAL DIFFERENTIAL EQUATIONS BY RELAXATION METHODS* 

BY<br>H. MOTZ<br>University of Sheffeld, England

1. Introduction. In the course of a study of boundary value problems arising in radiation theory and electrostatics, the treatment of singularities demanded special attention. In most problems of practical importance boundaries with sharp corners occur. Such sharp corners give rise to singularities of various types. When the computed function is bounded, but has a branch point at the corner, the difficulty is not serious. The use of a graded net with a finer mesh size near the corner is possible. Conformal transformation which automatically provides a finer net near corners is also successful. The mesh size near the corner should be of the order of magnitude of the radius of curvature of the corner, and when this is small a mathematical idealization involving infinitely sharp corners is preferable. The special treatment outlined in this note makes use of such an idealization and shortens the labour considerably. Special treatment is essential when the function approaches infinite values near the corner.
2. Plane harmonic functions. Solutions of $\nabla^{2} \phi=0$ are bounded when the boundary condition prescribes constant values near the corners. It can be shown that they are also bounded when $\partial \phi / \partial \nu$ is constant, where $\nu$ is the direction normal to the boundary. This type of boundary condition occurs e.g. when two plane harmonic functions $\phi$ and $\psi$ are computed inside a boundary $B$ for the purpose of a conformal transformation

$$
x+i y=\phi(x, y)+i \psi(x, y)
$$

and $\psi=$ const. is specified at the boundary forming the corner. When expressed in polar coordinates $r, \vartheta$ centered at $P$ (Fig. 1), the equation

$$
\begin{equation*}
\nabla^{2} \phi=0 \tag{1}
\end{equation*}
$$

becomes

$$
\begin{equation*}
r^{2} \frac{\partial^{2} \phi}{\partial r^{2}}+r \frac{\partial \phi}{\partial r}+\frac{\partial^{2} \phi}{\partial \vartheta^{2}}=0 . \tag{2}
\end{equation*}
$$

With $\phi(r, \vartheta)=R(r) \cdot \Theta(\vartheta)$, the following equations for $R$ and $\Theta$ are obtained

$$
\begin{array}{r}
\frac{d^{2} \Theta}{d \vartheta^{2}}+n^{2} \Theta=0 \\
r^{2} \frac{d^{2} R}{d r^{2}}+r \frac{d R}{d r}-n^{2} R=0 \tag{4}
\end{array}
$$

In these equations $n^{2}$ stands for a positive constant, and

$$
\frac{d \Theta}{d \vartheta}=0 \text { when } \quad \vartheta=0, \quad \vartheta=\alpha .
$$

[^23]Hence

$$
\begin{equation*}
\phi=\sum_{k=-\infty}^{\infty} A_{k} r^{r} \cos n \vartheta \tag{5}
\end{equation*}
$$

where $n=\pi k / \alpha(k=0, \pm 1, \pm 2, \pm 3, \cdots)$.
In order to investigate the terms with negative exponent in this series, we exclude the corner by a small circle of radius $\rho$. On this circle $(\partial \phi / \partial r)_{p-0}=0$. It is found that

$$
A_{-s}=p^{2 n} A_{+s} \quad(s=1,2,3, \cdots)
$$

When $\rho \rightarrow 0$, the circle contracts towards the point $P$ and the terms with negative exponents vanish. Thus $\phi$ will be represented by the series

$$
\begin{equation*}
\phi=A_{0}+A_{1} r^{\pi / \alpha} \cos \frac{\pi}{\alpha} \vartheta+A_{2} r^{2 \pi / \alpha} \cos \frac{2 \pi}{\alpha} \vartheta+A_{3} r^{3 \pi / \alpha} \cos \frac{3 \pi}{\alpha} \vartheta+\cdots \tag{6}
\end{equation*}
$$

in the neighbourhood of $P$.


Fig. 1
3. Method of special treatment. The method of treatment will now be explained with reference to the example of a corner with $\alpha=2 \pi, \pi / \alpha=\frac{3}{2}$. In the treatment of two-dimensional problems by relaxation methods, ${ }^{1,2}$ the function $\phi$ is computed at points of a net with small but finite mesh size. Let us denote by $\phi_{0}$ the value of $\phi$ at such a point, by $\phi_{1}, \phi_{2}, \phi_{3}, \phi_{4}$ the values of $\phi$ at the nearest neighbouring points. The mesh length is $a$. At points where the function is regular, double Taylor expansion shows that

$$
\begin{equation*}
a^{2} \nabla^{2} \phi-\sum_{m=1}^{4} \phi_{m}+4 \phi_{0}=-\frac{1}{12} \Delta_{0}^{i v}(x)-\frac{1}{12} \Delta_{0}^{i v}(y) \cdots, \tag{7}
\end{equation*}
$$

where $\Delta_{0}^{\mathrm{iv}}(x), \Delta_{0}^{\mathrm{iv}}(y)$, are the fourth central differences in the $x$ and $y$ direction, respectively, at the point where $\phi=\phi_{0}$. This expansion can only be used when the right hand side converges. At a singularity and its nearest neighbouring points this expansion is not valid. Figure 2 shows an example of a boundary where $\phi=0$ on $A E$, $\phi=1000$ on $E B$, and $\partial \phi / \partial \nu=0$ on all other boundaries. The Taylor expansion fails at

[^24]$P^{\prime}, Q^{\prime}, R^{\prime}$, and $S^{\prime}$. In order to obtain valid equations at these points, we consider series of the type (6) at the pivotal points $P, Q, R, S$
\[

$$
\begin{equation*}
\phi=A_{0}+A_{1} r^{1 / 2} \cos \frac{\vartheta}{2}+A_{2} r \cos \vartheta+A_{3} r^{3 / 2} \cos 3 / 2 \vartheta+\cdots \tag{8}
\end{equation*}
$$

\]

Only the first four terms are retained. The units of $r$ can be so chosen that $r=1$ at $P, Q, R, S$. In terms of $\phi_{P}, \phi_{Q}, \phi_{R}, \phi_{S}$ one obtains


Fig. 2

$$
\begin{align*}
& A_{0}=0.25\left(\phi_{P}+\phi_{Q}+\phi_{R}+\phi_{S}\right) \\
& A_{1}=0.191\left(\phi_{P}-\phi_{R}\right)-0.462\left(\phi_{S}-\phi_{Q}\right)  \tag{9}\\
& A_{2}=0.354\left(\phi_{Q}-\phi_{P}-\phi_{R}+\phi_{S}\right) \\
& A_{3}=-0.191\left(\phi_{Q}-\phi_{S}\right)+0.462\left(\phi_{R}-\phi_{P}\right)
\end{align*}
$$

At the special points $P^{\prime}, Q^{\prime}, R^{\prime}$, and $S^{\prime}$, we find from (8)

$$
\begin{align*}
& \phi_{P^{\prime}}=0.457 \phi_{P}+0.235 \phi_{Q}+0.209 \phi_{R}+0.099 \phi_{S}, \\
& \phi_{Q^{\prime}}=0.235 \phi_{P}+0.593 \phi_{Q}+0.099 \phi_{R}+0.073 \phi_{S}, \\
& \phi_{R^{\prime}}=0.209 \phi_{P}+0.099 \phi_{Q}+0.457 \phi_{R}+0.235 \phi_{S},  \tag{10}\\
& \phi_{S^{\prime}}=0.099 \phi_{P}+0.073 \phi_{Q}+0.235 \phi_{R}+0.593 \phi_{S} .
\end{align*}
$$

These are the equations used at special points. The relaxation procedure is carried out normally everywhere, observing that equations (10) hold at special points. The residual at a special point due to an increment at a pivotal point $P$ is therefore the product of this increment with the coefficient of $\phi_{P}$ in the equation which holds at the special point. This is in accordance with the usual relaxation procedure. The removal of a residual at a special point is particularly easy. It is simply subtracted from the value of $\phi$ at the special point in question. Due to this removal the usual residuals accrue at ordinary neighbouring points, but of course, no residuals are passed on to special points.


Fig. 3
Figure 3 refers to an example with $\alpha=3 \cdot \pi / 2$. Here we retain three terms only Special points are $P^{\prime}, Q^{\prime}, R^{\prime}$, pivotal points $P, Q, R$. The equations at special points are

$$
\begin{align*}
& \phi_{P^{\prime}}=0.486 \phi_{P}+0.257 \phi_{Q}+0.257 \phi_{S}, \\
& \phi_{Q^{\prime}}=0.257 \phi_{P}+0.612 \phi_{Q}+0.131 \phi_{S},  \tag{11}\\
& \phi_{R^{\prime}}=0.257 \phi_{P}+0.131 \phi_{Q}+0.612 \phi_{S} .
\end{align*}
$$

It should be checked whether the three first terms of the series

$$
\begin{equation*}
\phi=A_{0}+A_{1} r^{2 / 3} \cos \frac{2}{3} \theta+A r_{2}^{4 / 3} \cos \frac{\frac{1}{3} \vartheta}{3}+\cdots \tag{12}
\end{equation*}
$$

which has been used for the derivation of (11) represent the function $\phi$ adequately. This is done by comparing the result of the relaxation computation at points $S, T$, where ordinary difference equations have been used with the values of $\phi$ calculated by means of the first three terms of (12).

A similar check was carried out at analogous points in the example of Fig. 2. It was found that the agreement was not satisfactory. The errors have been recorded in Fig. 2 underneath the respective $\phi$ values. In this case it is possible (with the net shown in Fig. 4) to retain five terms of the series. Pivotal points are $T, U, V, W, X$; special points $T^{\prime}, U^{\prime}, V^{\prime}, W^{\prime}, X^{\prime}$, and the equations for $\phi$ at special points are

$$
\begin{align*}
& \phi_{T^{\prime}}=0.546 \phi_{T}+0.313 \phi_{U}+0.062 \delta_{5} \phi_{V}+0.062_{5} \phi_{W}+0.016 \phi_{X}, \\
& \phi_{U^{\prime}}=0.156 \phi_{T}+0.578 \phi_{U}+0.188 \phi_{V}+0.047 \phi_{W}+0.031 \phi_{X}, \\
& \phi_{V^{\prime}}=0.031 \phi_{T}+0.188 \phi_{U}+0.562 \phi_{V}+0.188 \phi_{W}+0.031 \phi_{X},  \tag{13}\\
& \phi_{T^{\prime}}=0.031 \phi_{T}+0.047 \phi_{U}+0.188 \phi_{V}+0.578 \phi_{W^{\prime}}+0.156 \phi_{X}, \\
& \phi_{x^{\prime}}=0.016 \phi_{T}+0.062{ }_{5} \phi_{U}+0.062 \phi_{V}+0.313 \phi_{W}+0.546 \phi_{X} .
\end{align*}
$$

The result is again checked by comparing the result of the relaxation procedure with the $\phi$ values near the corner calculated from

$$
\phi=A_{0}+A_{1} r^{1 / 2} \cos \frac{1}{2} \vartheta+A_{2} r \cos \vartheta+A_{3} r^{3 / 2} \cos \frac{1}{2} \vartheta+A_{4} r^{2} \cos 2 \vartheta,
$$



Fig. 4
where the $A$ 's are given by

$$
\begin{align*}
& A_{0}=0.250\left(\phi_{U}+\phi_{V}+\phi_{T}\right)+0.125\left(\phi_{T}+\phi_{X}\right), \\
& A_{1}=0.354\left(\phi_{U}-\phi_{W}\right)+0.250\left(\phi_{T}-\phi_{X}\right), \\
& A_{2}=-0.500 \phi_{V}+0.250\left(\phi_{T}+\phi_{X}\right),  \tag{14}\\
& A_{3}=0.354\left(\phi_{W}-\phi_{U}\right)+0.250\left(\phi_{T}-\phi_{X}\right), \\
& A_{4}=0.250\left(\phi_{V}-\phi_{U}-\phi_{I F}\right)+0.125\left(\phi_{T}+\phi_{X}\right) .
\end{align*}
$$

The agreement is now much better. In Fig. 4 the errors have been recorded. It will be noticed that the mesh points of Fig. 2 lie between those of Fig. 4. By interpolating values at midpoints of the meshes of Fig. 4, we find that the solutions given in the two figures are in fair agreement.

When the above test fails, a finer net should be used as a rule, because the calculation becomes rather cumbersome when more than five terms of the series are retained.

To obtain, without the special treatment, a result which differs from the one of Fig. 2 by less than $1 \%$ at any point of the net, the net near the corner would have to be 7 times as fine.
4. Other examples. As an example of a corner where the value of the function is specified, let us consider an electrostatic potential $\psi$. In this case the series is

$$
\begin{equation*}
\psi=A_{0}+A_{1} r^{1 / 2} \sin \frac{1}{2} \vartheta+A_{2} r \sin \vartheta+A r^{3 / 2} \sin \frac{3}{2} \vartheta+\cdots . \tag{15}
\end{equation*}
$$

The components of the electric ficld in Cartesian cordinates, $E_{x}, E_{y}$, are not bounded on a sharp corner when $\alpha>\pi$. Let us consider the term $r^{n} \cos n \vartheta$ of the series (5). $E_{x}$ and $E_{y}$ will contain terms $r^{n-1} \sin (n-1) \vartheta, r^{n-1} \cos (n-1) \vartheta$, respectively, and negative exponents of $r$ will therefore occur when $\alpha>\pi$. The method outlined above can still be used to compute a function with such a singularity. In the case $\alpha=2 \pi$ the negative exponent $-\frac{1}{2}$ occurs. Terms with exponents $-\frac{1}{2}$ and $+\frac{1}{2}$ depend on $\vartheta$ in the same manner. It is therefore necessary to choose pivotal points which have not all the same distance from the corner.

The method is equally applicable to solutions of the wave equation

$$
\begin{equation*}
\nabla^{2} \phi+k^{2} \phi=0 \tag{16}
\end{equation*}
$$

In Cartesian coordinates and with $\xi=x / a, \eta=y / a$ (where $a$ is the mesh length of the net), Eq. (16) becomes

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial \xi^{2}}+\frac{\partial^{2} \phi}{\partial \eta^{2}}+k^{2} a^{2} \phi=0 \tag{17}
\end{equation*}
$$

Referring again to the case $\alpha=2 \pi, \partial \phi / \partial \nu=0$ and retaining five terms, we see that the expression (5) holds at pivotal points. At the special points we have

$$
\begin{aligned}
\phi=A_{0} & +A_{1} \frac{J_{1 / 2}(k a)}{J_{1 / 2}(2 k a)} \cos \frac{1}{2} \vartheta+A_{2} \frac{J_{1}(k a)}{J_{1}(2 k a)} \cos \vartheta+A_{3} \frac{J_{3 / 2}(k a)}{J_{3 / 2}(2 k a)} \cos \frac{3}{2} \vartheta \\
& +A_{4} \frac{J_{2}(k a)}{J_{2}(2 k a)} \cos 2 \vartheta
\end{aligned}
$$

where $J_{n}$ are the Bessel functions of order $n$. When $k a<0 \cdot 1$, the ratios $J_{n}(k a) / J_{n}(2 k a)$ differ from $\left(\frac{1}{2}\right)^{n}$ only in the third decimal. When the mesh length $a$ is small compared with the wave length $l=2 \pi / k$, the special equations are therefore the same for solutions of the wave equation and those of Laplace's equation.
5. Conformal transformation. When a solution of more complicated differential equations, e.g. the equations of viscous flow, or $\nabla^{4} F=0$, is computed it is of ten an advantage to remove singularities at the boundary by a conformal transformation $\phi=\phi(x, y), \psi=\psi(x, y)$. Let us suppose that it is desired to transform the interior of the boundary shrwn in Fig. 2 into the interior of a rectangle in the $\phi, \psi$ plane.

The lines $\phi=$ const. at suitable intervals can be found from the $\phi$-values recorded in Fig. 2. The lines $\psi^{\prime}=$ const. are orthogonal to the lines $\phi=$ const. and are best computed separately.

The condition for orthogonality

$$
\frac{\partial \phi}{\partial x} \frac{\partial \psi^{\prime}}{\partial x}+\frac{\partial \phi}{\partial y} \frac{\partial \psi^{\prime}}{\partial y}
$$

is satisfied when

$$
\begin{equation*}
\frac{\partial \phi}{\partial x}=\lambda \frac{\partial \psi^{\prime}}{\partial y}, \quad \frac{\partial \phi}{\partial y}=-\lambda \frac{\partial \psi^{\prime}}{\partial x} \tag{18}
\end{equation*}
$$

where $\lambda$ is a constant. From these equations it follows that

$$
\begin{equation*}
\frac{\partial^{2} \phi}{\partial x^{2}}+\frac{\partial^{2} \phi}{\partial y^{2}}=0, \quad \frac{\partial^{2} \psi^{\prime}}{\partial x^{2}}+\frac{\partial^{2} \psi^{\prime}}{\partial y^{2}}=0 . \tag{19}
\end{equation*}
$$

The boundary conditions for $\psi^{\prime}$ are $\partial \psi^{\prime} / \partial \nu=0$ on $E A, E B, \psi^{\prime}=0$ on $E F, \psi^{\prime}=$ const. on $A D, D C$, and $C B$. The last constant is arbitrary and may be given a convenient value, e.g. 1000 for three figure accuracy.

It is easily seen that it is necessary to determine the constant $\lambda$ in (18), in order to carry on with the computation of the original equation (c.g. $\nabla^{4} F=0$ ). In the coordinates $\phi$ and $\psi=\lambda \psi^{\prime}$, this equation becomes

$$
\left(\frac{\partial^{2}}{\partial \phi^{2}}+\frac{\partial^{2}}{\partial \psi^{2}}\right)\left(\frac{\partial^{2}}{\partial \phi^{2}}+\frac{\partial^{2}}{\partial \psi^{2}}\right) F=0 .
$$

The constant $\lambda$ is determined by (18). These equations can be regarded as an estimate of $\lambda$ at every point. Denoting the finite differences in the $x$ and $y$ directions at the mesh point $i$ by

$$
D_{x} \phi(i), \quad D_{y} \phi(i), \quad D_{x} \psi^{\prime}(i), \quad D_{z} \psi^{\prime}(i),
$$

the quantities $\delta_{1}(i)$ and $\delta_{2}(i)$ defined by

$$
\begin{equation*}
\delta_{1}(i)=D_{x} \phi(i)-\lambda D_{y} \psi^{\prime}(i), \quad \delta_{2}(i)=D_{y} \phi(i)+\lambda D_{x} \psi^{\prime}(i) \tag{20}
\end{equation*}
$$

are not all zero, but constitute a measure of the computational error. It is desired to find a mean value for $\lambda$ for which the variance of the computational error is a minimum. The sum

$$
\sum_{i}\left[\delta_{1}^{2}(i)+\delta_{z}^{2}(i)\right]
$$

is thus minimized with respect to $\lambda$ and the following expression for $\lambda$ is obtained:

$$
\begin{equation*}
\lambda=\frac{\sum_{i}\left\{D_{x} \phi(i) D_{y} \psi^{\prime}(i)-D_{y} \phi(i) D_{x} \psi^{\prime}(i)\right\}}{\sum_{i}\left(\left\{D_{x} \psi^{\prime}(i)\right\}^{2}+\left\{D_{y} \psi^{\prime}(i)\right\}^{2}\right)} . \tag{21}
\end{equation*}
$$

It has been found that, with the help of this technique of separate computation of the two transformation functions and using the special treatment of corners at the boundary conformal transformations can be computed with great accuracy.
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# THE GENERAL VARIATIONAL PRINCIPLE OF THE THEORY OF STRUCTURAL STABLITY* 
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1. Introduction. This paper is concerned with the general problem of structural stability in the elastic or plastic range. Two slightly different formulations of this problem are found in the literature. According to the first, one considers a deformable body which, initially, is free from stresses, and which is then subjected to a system of loads of gradually increasing intensity. As long as these loads are sufficiently small the equilibrium configuration which the body assumes under their influence will be stable; one asks for that intensity of the loads for which this equilibrium configuration first becomes unstable. According to the second formulation of the problem of structural stability, one considers a given configuration of a deformable body and an equilibrium system of body and surface stresses and asks whether, in the presence of these initial stresses, the given configuration is stable or not. This second point of view is adopted in this paper because:
(1) it clearly separates the stability problem from the problem of finding the stresses produced by the given loads, and
(2) the manner in which the initial stresses are produced is irrelevant for the solution of the stability problem. In particular, it is by no means necessary that the initial stresses are produced by loads which are applied to an otherwise stressfree body; they may be produced by temperature changes or may partly be due to previous overstraining of the body.

Once this second point of view is adopted, stress-strain relations enter into the discussion at one point only: we must be able to predict the infinitesimal changes in stress which correspond to the infinitesimal strains associated with a system of infinitesimal displacements from the considered equilibrium configuration. As the relations between these infinitesimal changes in the stresses and strains are essentially linear, the only difference between the elastic and plastic ranges consists in the fact that in the plastic range a different set of coefficients must be used in these linear relations according to whether the change of stress constitutes "loading" or "unloading," while no such distinction need be made in the elastic range.

In Section 2, the general problem of structural stability is reduced to an eigenvalue problem for the displacements from a configuration of indifferent equilibrium to a neighbouring configuration of this type. Except for the consideration of plastic deformations, we follow Biezeno and Hencky ${ }^{1}$ in this derivation, but simplify the discussion by the systematic use of tensors. In Section 3, a variational principle is derived which is equivalent to the eigen-value problem formulated in Section 2. As an example for the application of this principle, the lateral buckling of an unevenly heated lamina is treated in Section 4.

[^25]2. The eigen-value problem associated with the general problem of structural stability. We consider a given configuration of a deformable body and an equilibrium system of body and surface stresses which is given to within an arbitrary factor $\lambda$. If $\lambda$ is sufficienlly small, this equilibrium configuration will be slable; we ask for that value of $\lambda$ for which it becomes indifferent, assuming that the additional stresses which are produced by infinitesimal displacements from the given equilibrium configuration are linearly related to the corresponding infinitesimal strains. This critical value of $\lambda$ will be called the safety faclor of the considered equilibrium configuration. With respect to a system of rectangular Cartesian coordinates $x_{i}$, let us denote the components of the given stresses by $\lambda \sigma_{i j}$ and the components of an infinitesimal displacement from the given equilibrium configuration by $u_{i}$. If the unit vector along the outward normal to the surface is denoted by $n_{i}$, the surface stresses are
\[

$$
\begin{equation*}
\lambda T_{j}=\lambda \sigma_{i j} n_{i} \tag{1}
\end{equation*}
$$

\]

The quantities $\sigma_{i j}$ must satisfy the equilibrium conditions

$$
\begin{equation*}
\sigma_{i j, i}=0 \tag{2}
\end{equation*}
$$

where the subscript $i$ after the comma denotes differentiation with respect to $x_{i}$, and the usual summation convention regarding repeated subscripts is adopted.

The infinitesimal strain associated with the displacements $u_{i}$ is given by

$$
\begin{equation*}
\epsilon_{i j}=\frac{1}{2}\left(u_{i, j}+u_{j, i}\right) . \tag{3}
\end{equation*}
$$

Since the relation between this strain and the corresponding additional stress $\tau_{i j}$ is assumed to be linear, we have

$$
\begin{equation*}
\tau_{i j}=\mathcal{C}_{i j k i} \epsilon_{k l}, \tag{4}
\end{equation*}
$$

where $C_{i j k l}$ is a fourth order tensor which is symmetric with respect to $i$ and $j$ and with respect to $k$ and $l$. If, in particular, $\tau_{i j}$ and $\epsilon_{i j}$ are assumed to be related to each other by the generalized law of Hooke, we have

$$
\begin{equation*}
C_{i j k l}=2 G_{0}\left(\delta_{i k} \delta_{k l}-\frac{\nu}{1-2 \nu} \delta_{i j} \delta_{k l}\right), \tag{5a}
\end{equation*}
$$

where $G_{0}$ denotes the modulus of rigidity, $\nu$ Poisson's ratio, and $\delta_{i j}$ is the Kronecker delta. If the body under consideration can be expected to behave like an isotropic elastic solid for an infinitesimal displacement from the given equilibrium configuration, ${ }^{2}$ i.e. if the stresses $\lambda \sigma_{i j}$ do nowhere exceed the elastic limit of the material, the expression (5a) may be used in connection with the stress-strain relation (4). On the other hand, where the stresses $\lambda \sigma_{i j}$ exceed the elastic limit, different expressions must be used for $C_{i j k l}$ according to whether the stresses $\tau_{i j}$ associated with the strains $\epsilon_{i j}$ constitute "loading" or "unloading." We reserve the complete discussion of suitable stress-strain relations beyond the elastic limit for another paper and give but one example here. Defining the stress deviation as $s_{i j}=\sigma_{i j}-\frac{1}{3} \sigma_{k k} \delta_{i j}$ and its intensity as $S=\frac{1}{2} s_{i j} s_{i j}$, we set

[^26]\[

$$
\begin{equation*}
C_{i j k l}=2 G_{0}\left(\delta_{i k} \delta_{j l}-\frac{\nu}{1-2 \nu} \delta_{i j} \delta_{k l}\right)-\frac{G_{0}-G}{S} s_{i}, s_{k l} \text { for } s_{i j \epsilon_{i j}}>0 \tag{5b}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
C_{i j k l}=2 G_{0}\left(\delta_{i k} \delta_{j l}-\frac{\nu}{1-2 \nu} \delta_{i j} \delta_{k l}\right) \text { for } s_{i j \xi_{i j}}<0 \tag{5c}
\end{equation*}
$$

Here $G_{0}$ denotes the value which the modulus of rigidity assumes in the elastic range, while $G=G(S)$ is the so-called tangent modulus of rigidity. In the elastic range $G=G_{0}$, and ( 5 b ) as well as (5c) reduce to (5a). The stress-strain relations which are obtained by substituting (5b) and (5c) into (4) were suggested by J. H. Laning in an unpublished paper (1942); they constitute a generalization of stress-strain relations which the present author had used in earlier papers. ${ }^{3}$ We note that $C_{i j k l}=C_{k l i j}$, according to (5a),$(5 b)$, and (5c).

A generic particle with the coordinates $x_{i}$ in the initial state has the coordinates $\bar{x}_{i}=x_{i}+u_{i}$ in the considered neighbouring state, and

$$
\begin{equation*}
d \bar{x}_{i}=\left(\delta_{i j}+u_{i, j}\right) d x_{j}=\left(\delta_{i j}+\epsilon_{i j}+\omega_{i j}\right) d x_{j} \tag{6}
\end{equation*}
$$

where the deformation $\epsilon_{i j}$ is defined by (3) and

$$
\begin{equation*}
\omega_{i j}=\frac{1}{2}\left(u_{i, j}-u_{j, i}\right) \tag{7}
\end{equation*}
$$

is the rotation associated with the displacement $u_{i}$.
The infinitesimal force $\lambda d f_{j}$ which is transmitted across the surface element $d S$ in the initial state equals

$$
\begin{equation*}
\lambda d f_{j}=\lambda T_{j} d S=\lambda \sigma_{i j} n_{i} d S \tag{8}
\end{equation*}
$$

The force which is transmitted to the corresponding material element in the neighbouring state will be written in the form

$$
\begin{equation*}
\lambda d \bar{f}_{j}=\lambda \bar{\sigma}_{i j} n_{i} d S \tag{9}
\end{equation*}
$$

Note that the normal vector $n_{i}$ and the area $d S$ in the initial state are used in (9). This means that the stress tensor $\lambda \bar{\sigma}_{i j}$ is defined in the Lagrangian manner ${ }^{-4}$ with the initial state as the state of reference. Consequently, $\lambda \bar{\sigma}_{i j}$ is not a symmetric tensor; it will be written in the form

$$
\begin{equation*}
\lambda \bar{\sigma}_{i j}=\lambda \sigma_{i j}+\tau_{i j}+\tau_{i j}^{\prime}+\tau_{i j}^{\prime \prime} \tag{10}
\end{equation*}
$$

where the terms $\tau_{i j}, \tau_{i j}^{\prime}$, and $\tau_{i j}^{\prime \prime}$ are infinitesimal changes of stress defined in the following manner:
(1) the tensor $\tau_{i j}$ is symmetric; it represents the change of stress associated with the infinitesimal strain $\epsilon_{i j}$ and is given by Eq. (4);
(2) the tensor $\tau_{i j}^{\prime}$, too, depends on the strain $\epsilon_{i j}$; it is antisymmetric and represents the change of stress necessary to restore the moment equilibrium which is expressed by the symmetry of $\sigma_{i j}$ in the initial state and which is disturbed by the deformation;

[^27](3) the term $\tau_{i j}^{\prime \prime}$, finally, depends on the rotation $\omega_{i j}$; it represents the change of stress, with respect to the fixed coordinate axes, which is produced by this rotation.

Since only first order terms in $\epsilon_{i j}$ and $\omega_{i j}$ need be considered in the following analysis, the order in which the deformation $\epsilon_{i j}$ and the rotation $\omega_{i j}$ are applied is immaterial.

The antisymmetric tensor $\tau_{i j}^{\prime}$ depends only on $\epsilon_{i j}$. To find its mathematical expression, it is therefore sufficient to consider a pure homogeneous deformation, i.e., a deformation for which $u_{i, j}$ is independent of the coordinates and $u_{i, j}=u_{i, i}=\epsilon_{i j}$. On account of (9), the equations of equilibrium for the deformed body are

$$
\int \bar{\sigma}_{i j} n_{i} d S=0, \quad \int\left(\bar{\sigma}_{i j} \bar{x}_{k}-\bar{\sigma}_{i k} \bar{x}_{j}\right) n_{i} d S=0
$$

or

$$
\int \bar{\sigma}_{i j, i} d v=0, \quad \int\left(\bar{\sigma}_{i j} \bar{x}_{k}-\bar{\sigma}_{i k} \bar{x}_{j}\right)_{, i} d v=0 .
$$

Since these equations must hold not only for the entire body, but also for an arbitrary portion of it, we must have

$$
\begin{equation*}
\bar{\sigma}_{i j, i}=0, \quad(11) \quad\left(\bar{\sigma}_{i j} \bar{x}_{k}-\bar{\sigma}_{i k} \bar{x}_{j}\right)_{, i}=0 \tag{11}
\end{equation*}
$$

For the considered pure deformation, $\tau_{i j}^{\prime \prime}=0$ and

$$
\bar{x}_{i, j}=\delta_{i j}+u_{i, j}=\delta_{i j}+\epsilon_{i j} .
$$

Using the symmetry of the tensors $\sigma_{i j}$ and $\tau_{i j}$ in addition to the Eqs. (10), (11), (2), and neglecting higher order terms, we may therefore write (12) in the form

$$
\begin{equation*}
\tau_{i j}^{\prime}-\tau_{j i}^{\prime}=2 \tau_{i j}^{\prime}=\lambda\left(\sigma_{i k} \epsilon_{k j}-\sigma_{j k} \epsilon_{k i}\right) \tag{13}
\end{equation*}
$$

The tensor $\tau_{i j}^{\prime \prime}$ depends only on $\omega_{i j}$. To find its mathematical expression, it is sufficient to consider a rigid body rotation, i.e., a system of displacements $u_{i}$ which depend linearly on the coordinates $x_{i}$ and satisfy $u_{i, i}=-u_{j, i}=\omega_{i j}$. By this rotation the components of the infinitesimal force transmitted across a given surface element are transformed according to

$$
\begin{equation*}
d \bar{f}_{i}=\left(\delta_{i j}+u_{i, j}\right) d f_{j}=\left(\delta_{i j}+\omega_{i j}\right) d f_{j}=d f_{i}+\omega_{i j} d f_{j} \tag{14}
\end{equation*}
$$

For the considered rigid body rotation $\tau_{i j}=\tau_{i j}^{\prime}=0$. Using (8), (9), and (10), we may therefore write (14) in the form

$$
\begin{equation*}
\tau_{i j}^{\prime \prime}=-\lambda \sigma_{i k} \omega_{k j} \tag{15}
\end{equation*}
$$

Returning now to the consideration of arbitrary infinitesimal displacements $u_{i}$ we write in accordance with (10), (13), and (15):

$$
\begin{equation*}
\lambda \bar{\sigma}_{i j}=\lambda \sigma_{i j}+\tau_{i j}+\frac{1}{2} \lambda\left(\sigma_{i k} \epsilon_{k j}-\sigma_{j k} \epsilon_{k i}\right)-\lambda \sigma_{i k} \omega_{k j} \tag{16}
\end{equation*}
$$

On account of (2), the equilibrium condition (11) furnishes therefore

$$
\begin{equation*}
\left[\tau_{i j}+\frac{1}{2} \lambda\left(\sigma_{i k} \epsilon_{k j}-\sigma_{j k} \epsilon_{k i}\right)-\lambda \sigma_{i k} \omega_{k j}\right]_{, i}=0 \tag{17}
\end{equation*}
$$

and the condition $d \vec{f}_{i}=d f_{i}$ furnishes

$$
\begin{equation*}
\left[\tau_{i j}+\frac{1}{2} \lambda\left(\sigma_{i k} \epsilon_{k j}-\sigma_{j k \epsilon_{k i}}\right)-\lambda \sigma_{i k} \omega_{k j}\right] n_{i}=0 \tag{18}
\end{equation*}
$$

Except for our more general definition of the tensor $\tau_{i j}$, Eqs. (17) and (18) agree with those derived by Biezeno and Hencky. Biot ${ }^{5}$ obtained the same relations from his non-linear theory of elasticity, and Neuber ${ }^{6}$ has recently discussed the formal relation of the differential equations (17) to the fundamental equations of elasticity. As was already pointed out by Biot, Eqs. (17) differ somewhat from the equations which Trefftz ${ }^{7}$ derived using an unconventional definition of stress. If the given state of stress, $\lambda \sigma_{i j}$, is homogeneous and if the coordinate axes have the directions of the principal axes of this state of stress, Eqs. (17) reduce to the form given by Southwell. ${ }^{8}$

By means of (3), (4), and (7), the quantities $\epsilon_{i j}, \tau_{i j}$, and $\omega_{i j}$ can be expressed in terms of the first derivatives of the displacement $u_{i}$. In this manner an eigen-value problem for the displacement $u_{i}$ is obtained. The smallest eigen-value $\lambda$ is the desired safety factor for the given distribution of initial stresses. We refrain from formulating this eigen-value problem explicitly, because in all but the most simple cases its exact solution would hardly seem possible.
3. The variational principle associated with the general problem of structural stability. The form of Eqs. (17) and (18) suggests the existence of an equivalent variational principle from which approximate solutions of stability problems can be obtained. Indeed, let us establish the Euler equations and natural boundary conditions of the variational problem

$$
\begin{equation*}
\delta \int\left[C_{p q r_{s}} \epsilon_{p q} \epsilon_{r s}+\lambda \sigma_{p q}\left(u_{r, p} u_{r, q}-\epsilon_{r p} \epsilon_{r q}\right)\right] d v=0 \tag{19}
\end{equation*}
$$

where only the displacements $u_{p}$ and hence strains $\epsilon_{p q}$ are to be varied, but not the stresses $\sigma_{p q}$ and the coefficients $C_{p q r s}$ which depend on the stresses. If the integrand of the left-hand side of (19) is denoted by $F$, the Euler equations and natural boundary conditions are

$$
\begin{equation*}
\frac{\partial}{\partial x_{i}}\left(\frac{\partial F}{\partial u_{j, i}}\right)=0, \quad(20) \quad \frac{\partial F}{\partial u_{j, i}} n_{i}=0 \tag{21}
\end{equation*}
$$

Since

$$
\frac{\partial \epsilon_{p q}}{\partial u_{j, i}}=\frac{1}{2}\left(\delta_{j p} \delta_{i q}+\delta_{i p} \delta_{j q}\right),
$$

we have

$$
\begin{aligned}
\frac{\partial F}{\partial u u_{j, i}} & =2 C_{i j k l} \epsilon_{k l}+\lambda\left[2 \sigma_{i k} u_{j, k}-\sigma_{i k} \epsilon_{j l}-\sigma_{j k} \epsilon_{i k}\right] \\
& =2 \tau_{i j}+\lambda\left[\sigma_{i k \epsilon_{k j}}-\sigma_{j k \epsilon_{k i}}-2 \sigma_{i k} \omega_{k j}\right]
\end{aligned}
$$

Equations (20) and (21) thus are indeed identical with (17) and (18).
The variational principle (19) can be used in very much the same manner in which the principles of minimum potential energy and minimum complementary energy are used in elasticity: ${ }^{9}$ by reasonable assumptions concerning the displacements $u_{i}$

[^28]the class of admitted functions is restricted and the variational problem simplified. In using this technique, we must see to it that the restrictions imposed on the displacements $u_{i}$ do not rule out the possibility of fulfilling the boundary conditions (17).
4. An example. To illustrate the manner of application of the variational principle formulated in Section 3, let us discuss the lateral buckling of an elastic, prismatic beam of the length $l$ which is built in at both ends. We assume that the cross section of this beam is doubly symmetric. Taking the origin of the coordinates at one end of the beam, we let the axis of $x_{1}$ coincide with the axis of the beam and the axes of $x_{2}$ and $x_{3}$ with the axes of symmetry of the cross section $x_{1}=0$. To simplify the expression (5a) for the coefficients $C_{i j k l}$, we shall assume that $\nu=0$. This assumption is in conformity with the spirit of the engineering theory of the bending of beams; in using it we must keep in mind that Young's modulus $E_{0}$ equals twice the modulus of rigidity $G_{0}$ if $\nu=0$.

As to the initial state of stress, let us consider the case where

$$
\begin{equation*}
\sigma_{11}=c x_{2}, \tag{22}
\end{equation*}
$$

while all other components of $\sigma_{i j}$ vanish. The constant $c$ in (22) obviously has the dimension of a stress divided by a length. In an originally unstressed beam with built-in ends a stress distribution of the type (22) can be produced by changes of temperature which vary linearly with $x_{2}$. If the width of the beam (measured in the direction of $x_{3}$ ) is small in comparison to its height, (measured in the direction of $x_{2}$ ) the stresses (22) may produce lateral buckling. The infinitesimal displacements associated with this type of instability may be described in the following manner: a generic cross section $x_{1}$ of the beam undergoes a translation $u\left(x_{1}\right)$ in the direction of the $x_{3}$-axis, a rotation $-u^{\prime}\left(x_{1}\right)$ about the $x_{2}$-axis which makes the cross section remain normal to the bent centerline of the beam, and, simultaneously, a rotation $-\theta\left(x_{1}\right)$ about the $x_{1}$-axis; in addition to this rigid body displacement the cross section undergoes a warping $-w\left(x_{2}, x_{3}\right) \theta^{\prime}\left(x_{1}\right)$ which is associated with the twist $-\theta^{\prime}\left(x_{1}\right)$. The corresponding displacement components are

$$
\begin{equation*}
u_{1}=-x_{3} u^{\prime}\left(x_{1}\right)-w\left(x_{2}, x_{3}\right) \theta^{\prime}\left(x_{1}\right), \quad u_{2}=x_{3} \theta\left(x_{1}\right), \quad u_{3}=u\left(x_{1}\right)-x_{2} \theta\left(x_{1}\right) \tag{23}
\end{equation*}
$$

Note that on account of the assumption $\nu=0$ the longitudinal extension $\partial u_{1} / \partial x_{1}$ is not accompanied by any lateral contraction. Particularly simple expressions for $u_{2}$ and $u_{3}$ are thus obtained. The matrices of the derivatives $u_{i, i}$ and of the strains $\epsilon_{i j}$ therefore are

$$
\begin{align*}
& u_{i, j}=\left[\begin{array}{ccc}
-x_{3} u^{\prime \prime}-w \theta^{\prime \prime} & -\theta^{\prime} \partial w / \partial x_{2} & -u^{\prime}-\theta^{\prime} \partial w / \partial x_{3} \\
x_{3} \theta^{\prime} \cdot & 0 & -\theta \\
u^{\prime}-x_{2} \theta^{\prime} & 0 & 0
\end{array}\right],  \tag{24}\\
& \epsilon_{i j}=\left[\begin{array}{ccc}
-x_{3} u^{\prime \prime}-w \theta^{\prime \prime} & \frac{1}{2} \theta^{\prime}\left(x_{3}-\partial w / \partial N_{2}\right) & -\frac{1}{2} \theta^{\prime}\left(x_{2}+\partial w / \partial x_{3}\right) \\
\frac{1}{2} \theta^{\prime}\left(x_{3}-\partial w / \partial x_{2}\right) & 0 & 0 \\
-\frac{1}{2} \theta^{\prime}\left(x_{2}+\partial w / \partial x_{3}\right) & 0 & 0
\end{array}\right] . \tag{25}
\end{align*}
$$

Since $\sigma_{i j}=0$ unless $i=j=1$, we need only $u_{k 1} u_{k 1}-\epsilon_{k 1} \epsilon_{k 1}$ for the evaluation of the term with the factor $\lambda$ in (19). Now, for a doubly symmetric cross section the warping func-
tion $z$ is odd in $x_{2}$ as well as in $x_{3}$. Taking account of this fact, and keeping in mind that $\sigma_{11}$ is odd in $x_{2}$ and even in $x_{3}$, we find that

$$
\begin{equation*}
\int \sigma_{11}\left(u_{k 1} u_{k 1}-\epsilon_{\left.\kappa_{11} \epsilon_{k 1}\right)}\right) d v=-2 c \int u^{\prime} \theta^{\prime} x_{2}^{2} d v=-2 c I_{3} \int_{0}^{l} u^{\prime} \theta^{\prime} d x_{11} \tag{26}
\end{equation*}
$$

where $I_{3}$ denotes the moment of inertia of the cross section with respect to the $x_{3}$-axis.
We now proceed to the evaluation of term $C_{p_{q} r a} \epsilon_{p_{2}} \epsilon_{r s}$ in (19). With $\nu=0$, Eq. (5a) takes the form $C_{i j k l}=2 G_{0} \delta_{i k} \delta_{j l}$ and the stress-strain relation (4) reduces to

$$
\begin{equation*}
\tau_{i j}=2 G_{0 \epsilon_{i j}} . \tag{27}
\end{equation*}
$$

In applying this, we shall replace $2 G_{0}$ by $E_{0}$ whenever $i=j$. In view of (25), we have

$$
\begin{equation*}
C_{p q r \varepsilon} \epsilon_{p q} \epsilon_{r z}=\tau_{p_{q} \epsilon_{p q}}=E_{0}\left(x_{3} 3 u^{\prime \prime}+w \theta^{\prime \prime}\right)^{2}+4 G_{0}\left(\epsilon_{19}^{2}+\epsilon_{13}^{2}\right), \tag{28}
\end{equation*}
$$

where $\epsilon_{12}$ and $\epsilon_{13}$ depend on the twist $\theta^{\prime}$ and on the warping $w$ per unit twist in precisely the same manner as in the case of pure torsion. In this case, however, the integral of $4 G_{0}\left(\epsilon_{12}^{2}+\epsilon_{13}^{2}\right)$ over the cross section equals $G_{0} C \theta^{\prime 2}$, where $G_{0} C$ denotes the torsional stiffness of the beam. Adopting the warping $w$ per unit twist found in the case of pure torsion, and setting*

$$
\begin{equation*}
\mathrm{r}=\int w^{2} d A \tag{29}
\end{equation*}
$$

where $d A$ denotes the area clement of the cross section, we obtain

$$
\begin{equation*}
\int C_{p q r a} \epsilon_{p q} \epsilon_{r d} d v=E_{0} I_{2} \int_{0}^{l} u^{\prime \prime 2} d x_{1}+E_{0} \Gamma \int_{0}^{l} \theta^{\prime \prime 2} d x_{1}+G_{0} C \int_{0}^{l} \theta^{\prime 2} d x_{1} \tag{30}
\end{equation*}
$$

where $I_{2}$ is the moment of inertia of the cross section with respect to the $x_{3}$-axis.
Substituting the expressions (26) and (30) into (19), we obtain

$$
\begin{equation*}
E_{0} I_{2} u^{\mathrm{IV}}+\lambda c I_{3} \theta^{\prime \prime}=0, \quad E_{0} \Gamma \theta^{\mathrm{IV}}-G_{0} C \theta^{\prime \prime}+\lambda c I_{3} u^{\prime \prime}=0 \tag{31}
\end{equation*}
$$

as the Euler equations for our problem, and

$$
\begin{equation*}
\theta^{\prime \prime}=0 \quad \text { for } \quad x_{1}=0 \quad \text { and } \quad x_{1}=l \tag{32}
\end{equation*}
$$

as the natural boundary conditions. In addition to these natural boundary conditions, we have the imposed boundary conditions

$$
\begin{equation*}
\theta=u=u^{\prime}=0 \quad \text { at } \quad x_{1}=0 \quad \text { and } \quad x_{1}=l . \tag{33}
\end{equation*}
$$

The safety factor $\lambda$ is found as the lowest eigen-value of the problem formulated by Eqs. (31), (32) and (33).
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# UNSTABLE SOLUTIONS OF A CLASS OF HILL DIFFERENTIAL EQUATIONS* 
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1. Introduction. Linear differential equations with periodic cocfficients play an important role in problems of engineering and physics. The best-known of these equations is Mathieu's equation. A somewhat more complicated equation is

$$
\begin{equation*}
\frac{d^{2} v}{d \psi^{2}}+\left[\theta_{-2} e^{-2 i \psi}+\theta_{-1} e^{-i \psi}+\theta_{0}+\theta_{1} e^{i \psi}+\theta_{2} e^{2 i \psi}\right] v=0 \tag{1a}
\end{equation*}
$$

which reduces to Mathieu's equation for

$$
\theta_{0}^{*}=\theta_{0}, \quad \theta_{-1}^{*}=\theta_{-1}=\theta_{1}, \quad \theta_{-2}=\theta_{2}=0
$$

where the asterisk is used to denote the conjugate complex quantity.
This paper is concerned with the determination of the solutions

$$
\begin{equation*}
v(\psi)=e^{\sigma \psi} \sum_{-\infty}^{+\infty} c_{k} e^{i k \psi} \tag{2}
\end{equation*}
$$

of Eq. (1a) subject to the restrictions

$$
\begin{equation*}
\theta_{0}^{*}=\theta_{0}, \quad \theta_{-1}^{*}=\theta_{1}, \quad \theta_{-2}^{*}=\theta_{2} \tag{1b}
\end{equation*}
$$

and

$$
\begin{equation*}
\theta_{1}=O(\mu), \quad \theta_{2}=O\left(\mu^{2}\right) \tag{3}
\end{equation*}
$$

where $\mu$ is a small positive quantity. It will be seen that solution of the problem involves the determination of the "characteristic exponent" $\sigma$ from the equation

$$
\begin{equation*}
\sin i \pi \sigma=\sqrt{\mathscr{D}} \sin \pi \sqrt{\theta_{0}}, \tag{4}
\end{equation*}
$$

where $\mathcal{D}$ denotes the expansion

$$
\begin{equation*}
\Phi=1+C_{\delta} \delta+C_{\epsilon} \epsilon+C_{\eta} \eta+C_{\delta^{2}} \delta^{2}+C_{\delta \epsilon} \delta \epsilon+\cdots \tag{5}
\end{equation*}
$$

in the three real combinations

$$
\begin{equation*}
\delta=\theta_{-1} \theta_{1}, \quad \epsilon=\theta_{-2} \theta_{2}, \quad \eta=\frac{1}{2}\left(\theta_{1}^{2} \theta_{-2}+\theta_{-1}^{2} \theta_{2}\right) \tag{6a}
\end{equation*}
$$

of the four quantities, real and imaginary parts of $\theta_{1}$ and $\theta_{2} . D$ is a power series in $\mu^{2}$ since

$$
\begin{equation*}
\delta=O\left(\mu^{2}\right), \quad \epsilon=O\left(\mu^{4}\right), \quad \eta=O\left(\mu^{4}\right) \tag{6b}
\end{equation*}
$$

The coefficients $C$ of the series depend on $\theta_{0}$ alone.
The numerical evaluation of the coefficients of the expansion is the principal aim of this paper. This is best accomplished by first re-expressing the "doubly infinite" Hill determinant $\mathcal{D}$ in terms of its "simply infinite" principal subdeterminants $D_{n}$,

[^30]\[

$$
\begin{equation*}
\mathcal{D}=f\left(D_{0}, D_{1}, D_{2}, \cdots\right) \tag{7}
\end{equation*}
$$

\]

and then expanding $D_{n}$ into the series

$$
\begin{equation*}
D_{n}=1+A_{\delta \delta}^{n}+A_{i}^{n} \epsilon+A_{\eta \eta}^{n}+A_{\delta^{2} \delta}^{n}+\cdots . \tag{8}
\end{equation*}
$$

The coefficients of the expansions (7) and (8) are tabulated in Tables II and I respectively for a convenient range of $\theta_{0}$. For the sake of simpler printing the notation

$$
A_{\delta^{i} i, \eta^{k}}^{n} \equiv\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}
$$

will be used whenever the subscript of $A$ becomes excessively long.
The practical solution of Eq. (1) is carried out in four steps. First, the determinants $D_{m}$, Eqs. (8), are evaluated by means of Table I. Next D, Eq. (7), is determined from Table II. The third step consists in solving Eq. (4) or one of its variants (13a, b, c) for $\sigma$, and the last step is the determination of the coefficients $c_{\lambda}$ of solution (2). A convenient method for carrying out this last step is discussed in Section 2. The derivations of the formulas for $\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}$ and for the coefficients of (7) are presented in Section 3. A numerical example is given in Section 4.

The present paper is based on a study which was recently undertaken at the McDonnell Aircraft Corp. under the sponsorship of the Bureau of Aeronautics, U. S. Navy Department. The study was prompted by recent instances of control difficulties of some helicopters and rotor blade failures of others. As will be shown in a separate paper, ${ }^{1}$ the natural modes in which hinged rotor blades flap can be represented by solutions of Eq. (1) multiplied by suitable damping factors. It will be found that the stability of the blade motion decreases as the speed of advance of the helicopter increases (as $\mu$ increases). Nevertheless, instability does not set in, because an aerodynamic damping effect outweighs, at all feasable speeds, the tendency towards instability which results from the flapping motion.

The writer's thanks are due to his colleague, Elizabeth J. Spitzer, for checking the derivations and the numerical work. The writer also wishes to express his indebtedness to Messrs. W. R. Foote, H. Poritsky and J. J. Slade, who in their paper on rotational instability of shafts ${ }^{2}$ applied a Laplace expansion to a doubly infinite determinant, and thus suggested the present approach.
2. Method of solution. The solution of Eq. (1a) is assumed in the standard form

$$
\begin{equation*}
v(\psi)=e^{\sigma \psi} \sum_{-\infty}^{+\infty} c_{k} e^{i k \psi} \tag{2}
\end{equation*}
$$

Substitution of expression (2) into Eq. (1a) leads to the infinite set of homogeneous equations for the coefficients $c_{k}(\sigma)$ :

$$
\begin{array}{lcl}
k=-2: & \theta_{2} c_{-4}+\theta_{1} c_{-3}+\left[(\sigma-2 i)^{2}+\theta_{0}\right] c_{-2}+\theta_{-1} c_{-1}+\theta_{-2} c_{0} & =0 \\
k=-1: & \theta_{2} c_{-3}+\theta_{1} c_{-2}+\left[(\sigma-i)^{2}+\theta_{0}\right] c_{-1}+\theta_{-1} c_{0}+\theta_{-2} c_{1} & =0,  \tag{9}\\
k=0: & \theta_{2} c_{-2}+\theta_{1} c_{-1}+\left[\sigma^{2}+\theta_{0}\right] c_{0}+\theta_{-1} c_{1}+\theta_{-2} c_{2} & =0,
\end{array}
$$

[^31]$k=-1$ :
$k=-2$ :
\[

$$
\begin{array}{r}
\theta_{2} c_{-1}+\theta_{1} c_{0}+\left[(\sigma+i)^{2}+\theta_{0}\right] c_{1}+\theta_{-1} c_{2}+\theta_{-2} c_{3}=0, \\
\theta_{2} c_{0}+\theta_{1} c_{1}+\left[(\sigma+2 i)^{2}+\theta_{0}\right] c_{2}+\theta_{-1} c_{3}+\theta_{-2} c_{4}=0,
\end{array}
$$
\]

The equations are consistent if their determinant, $\Delta(\sigma)$, vanishes. The consistency criterion

$$
\begin{equation*}
\Delta(\sigma)=0 \tag{10}
\end{equation*}
$$

can be expressed in the much simpler form ${ }^{3,4}$

$$
\begin{equation*}
\sin i \pi \sigma= \pm \sqrt{D} \sin \pi \sqrt{\theta_{0}} \tag{4}
\end{equation*}
$$

where

$$
\mathcal{D} \equiv \Delta(0)=\left|\begin{array}{ccccccc}
\cdot & \cdot & . & & . &  \tag{11a}\\
\cdot & 1 & \theta_{-1} y_{2} & \theta_{-2} y_{2} & 0 & 0 & \cdot \\
\cdot & \theta_{1} y_{1} & 1 & \theta_{-1} y_{1} & \theta_{-2} y_{1} & 0 & \cdot \\
\cdot & \theta_{2} y_{0} & \theta_{1} y_{0} & 1 & \theta_{-1} y_{0} & \theta_{-2} y_{0} & . \\
\cdot & 0 & \theta_{2} y_{1} & \theta_{1} y_{1} & 1 & \theta_{-1} y_{1} & \cdot \\
\cdot & 0 & 0 & \theta_{2} y_{2} & \theta_{1} y_{2} & 1 & . \\
. & . & . & . & . & & .
\end{array}\right|
$$

is the determinant of system (9) for $\sigma=0$ when each equation is divided by the coefficient of the diagonal term, and

$$
\begin{equation*}
y_{k}=\frac{1}{\theta_{0}-k^{2}} . \tag{11b}
\end{equation*}
$$

$\mathcal{D}$ is either positive or negative, and so is $\theta_{0}$. Thus the quantity $\sqrt{D} \sin \pi \sqrt{\theta_{0}}$ is either real or pure imaginary. In the first case set

$$
\begin{equation*}
q=\sqrt{D} \sin \pi \sqrt{\theta_{0}}=-\sqrt{-D} \sinh \pi \sqrt{-\theta_{0}} . \tag{12a}
\end{equation*}
$$

In the second case set

$$
\begin{equation*}
q^{\prime}=q / i=-\sqrt{-D} \sin \pi \sqrt{\theta_{0}}=-\sqrt{D} \sinh \pi \sqrt{-\theta_{0}} . \tag{12b}
\end{equation*}
$$

Then the solution of the transcendental equation (4) is given by

$$
\begin{array}{rlr} 
\pm \sigma & =\frac{1}{\pi} \log \left(q / i+\sqrt{1-q^{2}}\right)+m i & \quad(m=0, \pm 1, \pm 2, \cdots) \\
& =\frac{i}{\pi} \arctan \frac{-q}{\sqrt{1-q^{2}}}+m i \quad \text { for }-1 \leqq q \leqq 1, \\
& =\frac{1}{\pi} \log \left(q+\sqrt{q^{2}-1}\right)+\left(m-\frac{1}{2}\right) i & \text { for } q \leqq-1, q \geqq 1, \\
& =\frac{1}{\pi} \log \left(q^{\prime}+\sqrt{q^{\prime 2}+1}\right)+m i \quad \text { for } q \text { imaginary. } \tag{13c}
\end{array}
$$

[^32]Once $\mathcal{D}$ is known, the calculation of $\sigma$ from (13) is simple matter. For any $m$ there are two solutions $\sigma_{1}$ and $\sigma_{2}$ which differ only in sign

$$
\begin{equation*}
\sigma_{2}=-\sigma_{1} . \tag{14a}
\end{equation*}
$$

Let $\sigma_{1}$ be the solution with the positive real part

$$
\begin{equation*}
\sigma_{1}=\sigma_{r}+i \sigma_{i}, \quad \sigma_{r} \geqq 0 . \tag{14b}
\end{equation*}
$$

The function $v_{1}(\psi)\left(\right.$ or $\left.v_{2}(\psi)\right)$ associated with $\sigma_{1}\left(\right.$ or with $\left.\sigma_{2}\right)$ is readily obtained by placing $\sigma_{1}$ (or $\sigma_{2}$ ) into the system (9) which is now limited to the equations $k=-N$, $-N+1, \cdots,-1,+1, \cdots,+N$. Assuming $c_{k}=0$ for $k<-N$ and $k>+N$, one can solve the $2 N$ equations for $c_{-N}, c_{-N+1}, \cdots, c_{-1}, c_{1}, \cdots, c_{N}$ in terms of the arbitrary constant $c_{0}$, and then use equation $k=0$ as a check. The greater is $N$, the more harmonics are taken into account, and the more accurate is the solution. In practice the calculations are most conveniently carried out by solving equations $k=N$ and $k=-N$ for $c_{N}$ and $c_{-N}$ in terms of the variables $c_{N-1}, c_{N-2}$ and $c_{-N+1}, c_{-N+2}$, respectively. The results are then substituted into equations $k=N-1$ and $k=-N+1$; similarly $c_{N-1}$ and $c_{-N+1}$ are determined. Continuing the process one finally arrives at equations $k=+1$ and $k=-1$ involving the two variables $c_{1}$ and $c_{-1}$ only, and the parameter $c_{0}$ which can be assumed as 1 . One eliminates one of the unknowns, say $c_{-1}$ determines from the real and imaginary parts of the remaining equation the real and imaginary parts of $c_{1}$, and then, retracing the steps, obtains in succession the numerical values of $c_{-1}, c_{2}, c_{-2}, \cdots, c_{N}, c_{-N}$.

Evidently, in principle, it is immaterial what $m i(m=0, \pm 1, \pm 2, \cdots)$ is used in the $\sigma$ of Eqs. (9). For instance, the set of equations $k=-N$ to $+N$ with $m=2$, the set of equations $k=-N-2$ to $+N-2$ with $m=4$, and the set of equations $k=-N+3$ to $+N+3$ with $m=-1$ are identical. Thus, as one passes to the limit $N \rightarrow \infty$, any $m$ and any $2 N+1$ adjoining equations will lead to the same function $v_{1}(\psi)$ [or $\left.v_{2}(\psi)\right]$. In practice, where one is limited to a finite number of equations, $2 N+1$, it is best to use the centrally located equations $k=-N$ to $+N$ with an $m$ which makes $c_{0}$ the dominating term in the series (2).

In general $v_{1}$, associated with $\sigma_{1}$, and $v_{2}$, associated with $\sigma_{2}$, are linearly independent functions. An exceptional case arises when $\sigma_{r}=0$, and $\sigma_{i}$ is an integral multiple of $\frac{1}{2}$. Then substitution of $\sigma_{1}$ and $\sigma_{2}$ into the system (9) leads to the same function

$$
\begin{equation*}
v_{1}=e^{i \mu \nu} \sum_{-\infty}^{+\infty} c_{k} e^{i k \psi}, \quad\left(\nu=0 \text { or } \frac{1}{2}\right) \tag{15a}
\end{equation*}
$$

The second, linearly independent, solution is now a "quasiperiodic function" ;a

$$
\begin{equation*}
v_{2}=e^{i n \psi}\left[\psi \sum_{-\infty}^{+\infty} c_{k} e^{i k \psi}+\sum_{-\infty}^{+\infty} d_{k} e^{i k \psi}\right], \quad\left(\nu=0, \frac{1}{2}\right) . \tag{15b}
\end{equation*}
$$

For convenience the functions (15a) will be called "purely periodic" functions.
Determination of the purely periodic solutions (15a) forms the subject matter of most investigations on Mathieu and Hill differential equations. The purely periodic

[^33]solutions are usually of greatest interest, because they separate the $\mu$-regions of stability ( $\sigma_{r}=0$; $v_{1}$ and $v_{2}$ are oscillatory) from the $\mu$-regions of instability ( $\sigma_{r}>0, v_{1} \rightarrow \infty$ as $\psi \rightarrow \infty$ ). A purely periodic solution can be obtained, cf. Eqs. (12), (13), only when $q^{\prime}=0\left(\mathcal{D}=0\right.$, or perhaps $\left.\theta_{0}=k^{2}\right)$, or when $q= \pm 1$ ( $\mathcal{D}$ and $\theta_{c}$ are such that $\sqrt{\mathcal{D}} \sin \pi \sqrt{\theta_{0}}$ $=1$ or $\sqrt{-D} \sinh \pi \sqrt{-\theta_{0}}=1$ ). In general $\theta_{0}=k^{2}$ does not provide a purely periodic function.

In the present analysis the principal interest is attached to the unstable solutions

$$
\begin{equation*}
v_{1}(\psi)=e^{\sigma_{r} \psi} \sum_{-\infty}^{+\infty} c_{k} e^{i\left(\sigma_{i}+k\right) \psi}, \quad\left(\sigma_{r}>0\right) \tag{16}
\end{equation*}
$$

of (1) which, after multiplication by a damping factor $e^{-n \psi / 2}$, are still stable. These solutions are in the "transition region" which extends from the $\mu$-value for which $v(\psi)$ is purely periodic to the $\mu$-value for which $e^{-n \psi / 2} v(\psi)$ is purely periodic. It will be seen in Reference 1 that a rapidly advancing helicopter usually operates in the transition region.
3. Expansion of Hill's infinite determinant. It will be convenient to call the determinant $\mathcal{D}$, Eq. (11a), a doubly infinite determinant to indicate that it extends to infinity both upward and downward. Simply infinite determinant are the principal subdeterminants of $\mathcal{D}$,

$$
D_{n}=\left|\begin{array}{ccccc}
1 & \theta_{-1} y_{n} & \theta_{-2} y_{n} & 0 & \cdot  \tag{17a,b}\\
\theta_{1} y_{n+1} & 1 & \theta_{-1} y_{n+1} & \theta_{-2} y_{n+2} & \cdot \\
\theta_{2} y_{n+2} & \theta_{1} y_{n+2} & 1 & \theta_{-1} y_{n+2} & \cdot \\
0 & \theta_{2} y_{n+3} & 0_{1} y_{n+3} & 1 & \cdot \\
\cdot & \cdot & \cdot & \cdot & \cdot
\end{array}\right| ; \quad E_{n}=\left|\begin{array}{ccccc}
\cdot & . & . & . & . \\
\cdot & 1 & \theta_{-1} y_{n+3} & \theta_{-2} y_{n+3} & \\
\cdot & \theta_{1} y_{n+2} & 1 & \theta_{-1} y_{n+2} & \theta_{-1} y_{n+2} \\
. & \theta_{2} y_{n+1} & \theta_{1} y_{n+1} & 1 & \theta_{-1} y_{n+1} \\
. & 0 & \theta_{2} y_{n} & \theta_{1} y_{n} & 1
\end{array}\right| .
$$

The first extends to infinity downward, the second upward. Simply infinite determinants are also the auxiliary subdeterminants

$$
S_{n}=\left|\begin{array}{ccccc}
\theta_{1} y_{n} & \theta_{-1} y_{n} & \theta_{-2} y_{n} & 0 &  \tag{18a,b}\\
\theta_{2} y_{n+1} & 1 & \theta_{-1} y_{n+1} & \theta_{-2} y_{n+1} & \\
0 & \theta_{1} y_{n+2} & 1 & \theta_{-1} y_{n+2} & \cdot \\
0 & \theta_{2} y_{n+3} & \theta_{1} y_{n+3} & 1 & \cdot \\
\cdot & \cdot & \cdot & . & .
\end{array}\right| ; T_{n}=\left|\begin{array}{ccccc}
. & . & . & . & . \\
. & 1 & \theta_{-1} y_{n+3} & \theta_{-2} y_{n+3} & 0 \\
. & \theta_{1} y_{n+2} & 1 & \theta_{-1} y_{n+2} & 0 \\
. & \theta_{2} y_{n+1} & \theta_{1} y_{n+1} & 1 & \theta_{-2} y_{n+1} \\
. & 0 & \theta_{2} y_{n} & \theta_{1} y_{n} & \theta_{-1} y_{n}
\end{array}\right| .
$$

$S_{n}$ differs from $D_{n}$ only in the first column; $T_{n}$ differs from $E_{n}$ only in the rightmost column.

One readily establishes the recurrence relations

$$
\begin{align*}
D_{n}= & D_{n+1}-\theta_{-1} y_{n} S_{n+1}+\theta_{1} \theta_{-2} y_{n} y_{n+1} S_{n+2}-\epsilon y_{n} y_{n+2} D_{n+3} \\
& +\epsilon^{2} y_{n} y_{n+1} y_{n+2} y_{n+3} D_{n+4},  \tag{19a}\\
S_{n}= & \theta_{1} y_{n} D_{n+1}-\theta_{-1} \theta_{2} y_{n} y_{n+1} D_{n+2}+\epsilon y_{n} y_{n+1} S_{n+2} . \tag{19b}
\end{align*}
$$

A Laplace expansion of the doubly infinite determinant $\mathcal{D}$ along a dividing line between row $k=0$ and $k=-1$ leads to the following expression involving only simply infinite determinants of type $D_{n}, E_{n}, S_{r}, T_{n}$ :

$$
\begin{align*}
\mathcal{D}= & D_{0} E_{1}-S_{0} T_{1}+y_{0} y_{1}\left(\theta_{-1} \theta_{2} D_{1} T_{2}+\theta_{1} \theta_{-2} S_{1} E_{2}\right) \\
& -\epsilon\left(y_{0} y_{2} D_{1} E_{3}+y_{1}^{2} D_{2} E_{2}+y_{0} y_{1} S_{1} T_{2}\right) \\
& +\epsilon^{2}\left(y_{0} y_{1} y_{2} y_{3} D_{1} E_{1}+y_{0} y_{1}^{2} y_{2} E_{2} D_{3}+y_{0} y_{1}^{2} y_{2} D_{2} E_{3}\right) . \tag{20}
\end{align*}
$$

Since, by virtue of (1b)

$$
\begin{align*}
& E_{n}=D_{n}^{*}=D_{n},  \tag{21a}\\
& T_{n}=S_{n}^{*} \quad\left(\neq S_{n}, \text { when } \theta_{1}^{*} \neq \theta_{1}, \theta_{2}^{*} \neq \theta_{2}\right) \tag{21b}
\end{align*}
$$

and by virtue of (2) and (19b)

$$
\begin{equation*}
S_{n} T_{n i}=O\left(\mu^{2}\right) \tag{21c}
\end{equation*}
$$

a replacement of $E_{n}$ by $D_{n}$ and a repeated insertion of (19b) into (20) gradually eliminates all but the $D_{n}$ type of determinants from the expression for $\mathcal{D}$. It is also found that $\theta_{1}, \theta_{-1}, \theta_{2}, \theta_{-2}$ appear only in the combinations $\delta, \epsilon, \eta$ given in ( $6 a$ ). Thus, by virtue of ( 6 b ), the expansion of $\mathcal{D}$ progresses in powers of $\mu^{2}$. Using the notation

$$
\begin{equation*}
y_{0112}=y_{0} y_{1}^{2} y_{2} \tag{22a}
\end{equation*}
$$

one finds that to $\mu^{10}$ terms

$$
\begin{align*}
\mathcal{D}= & D_{0} D_{1}-\delta y_{01} D_{1} D_{2}-\epsilon\left(y_{02} D_{1} D_{3}+y_{11} D_{2}^{2}\right)+\eta\left(2 y_{011} D_{2}^{2}+2 y_{012} D_{1} D_{3}\right) \\
& -\delta \epsilon\left(4 y_{0112} D_{2} D_{3}+2 y_{0123} D_{1} D_{4}\right)+\epsilon^{2}\left(y_{0123} D_{1} D_{4}+2 y_{0112} D_{2} D_{3}\right) \\
& +\epsilon \eta\left(4 y_{01123} D_{2} D_{4}+2 y_{01234} D_{1} D_{5}+2 y_{01122} D_{3}^{2}\right) \\
& -\delta \epsilon^{2}\left(4 y_{011231} D_{2} D_{5}+4 y_{011223} D_{3} D_{4}+2 y_{012345} D_{1} D_{6}\right)+\cdots . \tag{23}
\end{align*}
$$

The same process can also be carried out for the simply infinite determinant $D_{n}$. Disregarding the exceptional case $\theta_{0}=k^{2}\left(y_{k}=\infty\right)$, one finds that to $\mu^{10}$ terms

$$
\begin{align*}
D_{0}= & D_{1}-\delta y_{01} D_{2}+\left(-\epsilon y_{02}+2 \eta y_{012}\right) D_{3}+\left(-2 \delta \epsilon+\epsilon^{2}\right) y_{0123} D_{4} \\
& +2 \epsilon \eta y_{01234} D_{5}-2 \delta \epsilon^{2} y_{012345} D_{6}+\cdots, \tag{24a}
\end{align*}
$$

and $D_{n}$ is obtained from $D_{0}$ by increasing the subscripts in the latter's expression by $n$.
It will be convenient to introduce at this point the notation

$$
\begin{align*}
\sum y_{356} & =y_{366}+y_{467}+y_{578}+\cdots,  \tag{22b}\\
\sum y_{12} \sum y_{356} & =y_{12} \sum y_{356}+y_{23} \sum y_{467}+y_{34} \sum y_{578}-\cdots \tag{22c}
\end{align*}
$$

Noting that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} D_{n}=1 \tag{25}
\end{equation*}
$$

one obtains, by repeated application of (24),

$$
\begin{align*}
D_{0} & =\left(1-\delta y_{01}\right) D_{2}+\left(-\delta y_{12}-\epsilon y_{02}+2 \eta y_{012}\right) D_{3}+\cdots \\
& =\left[1-\left(y_{01}+y_{12}\right) \delta-y_{02 \epsilon}+2 y_{012} \eta\right] D_{3}+\cdots,  \tag{26a}\\
& =1+A_{\delta}^{0} \delta+A_{\epsilon}^{0}+A_{\eta}^{0} \eta+\cdots, \tag{26b}
\end{align*}
$$

where
$A_{\delta}^{0}=-\sum y_{01}, \quad A_{\varepsilon}^{0}=-\sum y_{02}, \quad A_{\eta}^{0}=2 \sum y_{012}, \quad A_{\delta^{2}}^{0}=\sum y_{01} \sum y_{23}, \cdots$.

The coefficient of a general term, like $\delta \epsilon^{2}$, is obtained as follows: Equation (24a) gives rise to the following symbolic products containing $\delta \epsilon^{2}$ :

$$
\begin{align*}
& {\left[-\delta y_{01}\right]\left[-\epsilon y_{02}\right]\left[-\epsilon y_{02}\right]}  \tag{a}\\
& {\left[-\delta y_{01}\right]\left[\epsilon^{2} y_{0123}\right]}  \tag{b}\\
& {\left[-\epsilon y_{02}\right]\left[-2 \delta \epsilon y_{0123}\right]}  \tag{c}\\
& {[1]\left[-2 \delta \epsilon^{2} y_{012345}\right] .} \tag{d}
\end{align*}
$$

It is found that (a) contributes

$$
\begin{equation*}
-\sum y_{01} \sum y_{24} \sum y_{57}-\sum y_{02} \sum y_{34} \sum y_{67}-\sum y_{02} \sum y_{36} \sum y_{67} \tag{28a}
\end{equation*}
$$

 passes from one $\sum$ to the next $\sum$; furthermore (a) gives rise to three distinct summation expressions, because $y_{k, k+1}$ can appear in the first place, in the second place, and in the third place.) The relation (b) yields

$$
\begin{equation*}
-\sum y_{01} \sum y_{2345}-\sum y_{0123} \sum y_{45}, \tag{28b}
\end{equation*}
$$

which (c) yields

$$
\begin{equation*}
2 \sum y_{02} \sum y_{3466}+2 \sum y_{0123} \sum y_{40} \tag{28c}
\end{equation*}
$$

and (d) yields

$$
\begin{equation*}
-2 \sum y_{012345} \tag{28d}
\end{equation*}
$$

The contributions (28a, b, c, d) sum up to $\left\{0, \delta \epsilon^{2}\right\}$. By increasing the subscripts of the expressions (28) by 2 , one obtains

$$
\begin{align*}
A_{8 \varepsilon^{2}}^{0}= & -\sum y_{23} \sum y_{48} \sum y_{79}-\sum y_{24} \sum y_{56} \sum y_{79}-\sum y_{24} \sum y_{57} \sum y_{89} \\
& -\sum y_{23} \sum y_{4667}-\sum y_{2345} \sum y_{67}+2 \sum y_{24} \sum y_{5678} \\
& +2 \sum y_{2345} \sum y_{68}-2 \sum y_{234567} \tag{29}
\end{align*}
$$

The determination of the other $\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}$ is similar.
The numerical values of the coefficients $\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}$ are given in Table I to 5 decimal places, for $\theta_{0}$ ranging from +0.9 to -1.0 (the interesting range in helicopter theory). In the evaluation of $\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}$ the first $51 y_{m m}$ were taken into account. (The accuracy obtainable is thus equivalent to the use of a 101 -row approximant to D.) $y_{0}$ to $y_{20}$ were computed in some instances to 6 , in some instances to 7 decimal places; $y_{21}$ to $y_{60}$ were computed to 7 decimal places. It is expected that the entries of Table I are in error by not more than 2 units in the fifth decimal place. ${ }^{5}$

It is readily seen that the present method is not limited to Eq. (1), but can be extended to the general Hill differential equation where $\theta_{m} e^{i m \psi}$ form a convergent serics.

For the special case of Mathieu's equation ( $\epsilon=\eta=0$ ), one finds by (23) and (27) that

$$
\begin{align*}
\mathcal{D} & =D_{1}\left(D_{0}-\delta y_{01} D_{2}\right)=1-2 \delta \sum_{k=0}^{\infty} \frac{1}{\theta_{0}-k^{2}} \cdot \frac{1}{\theta_{0}-(k+1)^{2}}+O\left(\delta^{2}\right) \\
& =1-2 \delta \frac{\pi \cot \pi \sqrt{\theta_{0}}}{\left(4 \theta_{0}-1\right) \sqrt{\theta_{0}}}+O\left(\delta^{2}\right) \tag{30}
\end{align*}
$$

[^34]This formula was used by H. Bremekamp in 1926 in a study of the flow of electrons in metals. ${ }^{6}$
4. Example (a). Given $\theta=0.2, \theta_{1}=0.19685+0.33465 i, \theta_{2}=0.03875-0.10258 i$. Determine $v_{1}, \tau_{2}$. One finds $\delta=0.15074, \epsilon=0.01202, \eta=-0.01635$, and, by Table I, $D_{0}=1.8422, D_{1}=0.9434, D_{2}=0.9934, D_{3}=0.9980, D_{4}=0.999, D_{5}=D_{6}=1.000$. Likewise, by Table II, $\mathcal{D}=2.3291$. Therefore, $q=\sqrt{D} \sin \pi \sqrt{\theta_{0}}=1.5052$ and by (13b) $\sigma_{1}=0.30782+i / 2, \sigma_{2}=-0.30782-i / 2$. The associated functions $v_{1}(\psi)$ and $v_{2}(\psi)$ are determined from the equation system (9). Normalizing to $c_{0}=1$, and using the equations $k=-4$ to $k=+4$, one obtains ${ }^{7}$

$$
\begin{aligned}
v_{1}= & (-0.1898+1.9817 i) e^{+0.3078 \psi}\left\{-0.0958 \cos \frac{\psi}{2}+\sin \frac{\psi}{2}+0.2076 \cos \frac{3 \psi}{2}\right. \\
& -0.0083 \sin \frac{3 \psi}{2}-0.0125 \cos \frac{5 \psi}{2}-0.0038 \sin \frac{5 \psi}{2}+0.0008 \cos \frac{7 \psi}{2} \\
& \left.+0.0019 \sin \frac{7 \psi}{2}+\cdots\right\} \\
v_{2}= & (1.6652+0.7467 i) e^{-0.3078 \psi}\left\{\cos \frac{\psi}{2}+0.4484 \sin \frac{\psi}{2}+0.2107 \cos \frac{3 \psi}{2}\right. \\
& +0.0188 \sin \frac{3 \psi}{2}+0.0041 \cos \frac{5 \psi}{2}+0.0101 \sin \frac{5 \psi}{2}+0.0005 \cos \frac{7 \psi}{2} \\
& \left.+0.0020 \sin \frac{7 \psi}{2}+\cdots\right\} .
\end{aligned}
$$

5. Example (b). Given $\theta_{0}=0, \theta_{1}=0.37249+0.63323 i, \theta_{2}=0.13875-0.36728 i$. Determine $\sigma$. One finds

$$
\begin{aligned}
q & =\pi \sqrt{D \theta_{0}} \cdot \sin \pi \sqrt{\theta_{0}} / \pi \sqrt{\theta_{0}}=\pi \sqrt{0.4392}=2.082 \\
\sigma_{1} & =-\sigma_{2}=0.4339+i / 2
\end{aligned}
$$

[^35]Table I.* Numerical values of $\left\{n, \delta^{i} \epsilon^{i} \eta^{k}\right\}$.


[^36]** Note 2, For $\theta_{0}=0\left(y_{0}=\infty\right)$ the coefficients $\frac{A_{\delta}^{0}}{y_{1}}, \frac{A_{6}^{0}}{y_{0}} \ldots$ of $\frac{D_{i}}{y_{i}}$ are given.


| $\theta 0$ | -. 45 | . 5 | -. 55 | -. 6 | -. 7 | -. 8 | -. 9 | -1.0 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [0, 8 ] | -1.72274 | -1.51622 | -1.34910 | -1.21138 | -. 99849 | -. 84237 | -. 72362 | 63067 |
| [0, el 0 |  | 1.535888 -.62733 -.023 | -. 48819 -.54879 | -1.44323 <br> -.44863 | - .38497 -.38670 | -. 343706 <br> -.31617 | -. 22947 | . 26217 |
|  | -. 725588 | $\begin{array}{r}\text {-. } \\ -.04813 \\ \hline .0483\end{array}$ | -. 5488795 | -. 0488691 | -. 38670 | -. 31017 | -. 2019495 | . 01652 |
| O, icl | -. 03464 | -. 02936 | -. 02516 | -. 02176 | -. 01666 | -. 01306 | -. 01043 | . 00846 |
|  | - 013688 | a <br> .01172 <br> -.00019 | a -.01016 -.0016 | a -.00888 -.00014 | .00695 -.00011 | $\begin{array}{r}\text { a } \\ \hline\end{array}$ | . 00457 | . 003880 |
|  | -. 004172 | -. 000019 | -. 0.03133 | - 0.00014 | -. 000011 | -.00009 | . 014607 | . 0123006 |
| -0, en) | 00139 | 00121 | 00107 | 00096 | 00078 | 00064 | 00055 | 00047 |
| 0. $\eta^{2} 1$ | .00050 | 00043 | 00037 | 00032 | 00025 | 00020 | 00016 | 00013 |
|  | .00033 -.00003 | .00028 -.00003 | $\begin{array}{r}.00024 \\ -.00002 \\ \hline\end{array}$ | $\begin{array}{r}.00021 \\ -.00002 \\ \hline\end{array}$ | $\begin{array}{r}\text { a } \\ \hline\end{array}$ | -. 000013 | -.00010 | .00008 -.00001 |
|  | -. 000025 | -. 000021 | -. 000018 | -. 0000016 | -. 00012 | -.00010 | -.000008 | -.000007 |
| \|0, $\delta$ ¢ 1 ) | . 00001 | . 00001 | . 000001 | .00001 |  |  |  |  |
| (1, 81 | -. 19017 | -. 189188 | -. 17608 | -. 168971 | -. 15815 | . 14793 | . 13882 | . 13067 |
| (1. 1.1 | -. 094488 | - | -. 088859 | -. 088591 | -. 0810211 | -. 076064 | -. 0727278 | -. 06917 |
| 1. $1.8{ }^{2} 1$ | 00191 | . 00182 | . 00173 | -. 00166 | . 00151 | -. 00139 | . 00128 | 00118 |
| 1, 8 ¢ 1 | . 00040 | -. 0000037 | -. 000034 | -. 000032 | -.00028 | -. 000024 | -. 00020 | -. 00018 |
| (1, $\begin{aligned} & \text { 1, } \\ & \left.1, e^{2}\right] \\ & 1,\end{aligned}$ | .00029 | . 000130 | . 000124 | . 000118 | . 00022 | . 000020 | . 00018 | .00017 |
|  | 00006 | 00006 | 00006 | 00006 | . 00005 | 00005 | 00004 | 00003 |
|  | -. 03519 | -. 03473 | -. 03428 | -. 03384 | -. 03300 | -. 03219 | -. 03141 | -. 03067 |
| (2, el $\begin{aligned} & \text { 2, } \\ & 2\end{aligned}$ | -. 02150 | -.02126 | -. 02103 | -. 02081 | -. 02037 | -. 010955 | -. 01955 | - $\mathrm{-}$-. 0191917 |
|  | -. 000014 | -. 000354 | -. 000349 | -. 000342 | -. 000013 | -. 000012 | -. .00012 | -. 0001512 |
| (2, sel ] | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 |
|  | 00001 00010 | . 000001 | .00001 | 00001 | 00001 | 00001 | -00001 | (00001 |
|  |  |  |  |  |  |  |  |  |
| [3. 81 | -. 01141 | -. 01134 | -. 01127 | -. 01120 | =.01106 | -. 01093 | -. 01080 | -. 01067 |
|  | -. 0000784 | -.00779 | -. 000771 | $=.00771$ | -. 0.00068 | -.00067 | -. 0.00066 | =.000665 |
| [3, $\delta^{2}$ ] | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 | 00002 |
| \|3, $0_{6}$ ] | 00001 | 00001 | 00001 | 00001 | 00001 | 00001 | 00001 | 00001 |
| (3. $\mathrm{c}^{2}$ ) | .00001 | 00001 | 00001 | 00001 | 00001 | 00001 | 00001 | 00001 |
|  |  | -. 00496 | -. 00494 | -. 00492 | -. 00489 | -. 00485 |  | -. 00479 |
| $\left[\begin{array}{ll}4 . & 0 \\ 4,7 \\ 4\end{array}\right]$ | -. 003368 | -. 00366 | $\begin{array}{r} -.00365 \\ -.00020 \end{array}$ | -. 00364 | -. 003362 | -. 00360 | 二.00358 | -. 00356 |
|  |  |  |  |  |  |  |  |  |
| (5, e) | -. 00201 | -. 00201 | -.00200 | -. 00200 | -. 00199 | -. 00198 | -. 00197 | -. 00197 |
| [5, n] | -. 00008 | -.00008 | 00008 | -.00008 | -. 00008 | -.00007 | -.00007 | -. 00007 |
| (6, 81 | -. 00151 | -. 00151 | -. 00150 | -. 00150 | -. 000150 | -. 00149 | -. 000149 | -. 00149 |
| $\left(\begin{array}{lll}6 & 6 \\ 6, & 0\end{array}\right]$ | -. 00122 -.00003 | -. 00121 | -. 00121 | -. 00121 | 二.00121 | -. 00120 | $\begin{aligned} =.00120 \\ -.00003 \end{aligned}$ | $\begin{array}{r} -.00120 \\ -.00003 \end{array}$ |

Table II. Expansion of $\mathcal{D}$ (row $1 \times$ row $2 \times$ row 3 , see Eq. 23). Numerical tabulation of the coefficients in row 3.


* Note 1. For $\theta_{0}=0\left(y_{0}=\infty\right)$ the coefficients of $D / y_{0}$ are given.


# ON THE MECHANICAL BEHAVIOUR OF METALS IN THE STRAIN-HARDENING RANGE* 

BY<br>G. H. HANDELMAN, C. C. LIN and W. Prager<br>Brown Universily

1. Introduction. The present paper is concerned with certain stress-strain relations purporting to describe the mechanical behaviour of quasi-isotropic metals in the strain-hardening range. As a preparation for a more precise characterization of these relations, let us consider the tension test of a metal like copper or aluminum which does not flow under a constant stress, but exhibits strain hardening. If the test involves loading only, i.e., if the reduced tensile stress ${ }^{2} \sigma$ or the tensile strain $\epsilon$ increase throughout the test, the resulting diagram of reduced stress versus strain will have the general appearance of the curve $O P Q$ in Fig. 1. On the other hand, if the test specimen is unloaded after a certain point, such as $P$, has been reached along this curve, the stress-strain diagram for unloading is found to be very nearly a straight line $P A$ which is parallel to the tangent of the curve $O P Q$ at $O$. After complete unloading, the specimen shows a permanent extension which corresponds to the permanent strain represented by $O A$.

To simplify the discussion, let us assume at present that the material is incompressible. A longitudinal extension $\epsilon$ of the isotropic specimen is then ac-


Fig. 1. Typical curve of reduced stress vs. strain. companied by a uniform lateral contraction of the magnitude $\epsilon / 2$. If the discussion is restricted to states of stress and strain which can be reached by a single loading followed by one complete or partial unloading at the most, the mechanical behaviour of the material in simple tension is therefore completely defined by the curve $O P Q$. It will be assumed in the following that for the materials under consideration the stress-strain diagram in simple compression ( $O P^{\prime} Q^{\prime}$ in Fig. 1) is obtained by reflecting the curve $O P Q$ with respect to the origin $O$, and that the practically important portion of the curve $Q^{\prime} O Q$, i.e., the portion corresponding to small and moderate strains, is represented with sufficient accuracy by a development of the form

$$
\begin{equation*}
\epsilon=\sigma+a_{3} \sigma^{3}+a_{6} \sigma^{6}+\cdots, \tag{1}
\end{equation*}
$$

where $a_{3}, a_{5}, \cdots$ are constants. (The coefficient of the linear term on the right-hand side of (1) must be unity since $\sigma$ is the reduced stress. No even powers of $\sigma$ can occur

[^37]on the right-hand side of (1), because the stress-strain diagrams for tension and compression are assumed to be congruent.)

In the case of simple tension or compression, the mechanical behaviour of the material during the first loading is readily represented by a finite relation of the form (1); the behaviour during the first unloading, however, is most naturally represented by the differential stress-strain relation

$$
\begin{equation*}
d \epsilon=d \sigma \tag{2}
\end{equation*}
$$

for this form avoids explicit reference to the state of stress at which the unloading began. Accordingly, it is often convenient to write Eq. (1), too, in differential form:

$$
\begin{equation*}
d \epsilon=\alpha(\sigma) d \sigma \tag{3}
\end{equation*}
$$

Here, $\alpha(\sigma)=d \epsilon / d \sigma=1+3 a_{3} \sigma^{2}+5 a_{5} \sigma^{4}+\cdots$ equals the quotient of Young's modulus by the so-called tangent modulus. To arrive at a complete analytical description of the mechanical behaviour of the material in simple tension and compression, we must supplement the preceding equations by analytical criteria for loading and unloading. For tension ( $\sigma>0$ ) loading corresponds to $d \sigma>0$ and unloading to $d \sigma<0$; for compression $(\sigma<0)$ these criteria must be reversed. A satisfactory criterion for loading and unloading is therefore furnished by the sign of $\sigma d \sigma=d\left(\frac{1}{2} \sigma^{2}\right)$.

The present paper is concerned with the extension of this analysis to general states of stress and strain which can be reached by a single loading followed at most by one complete or partial unloading. In the case of simple tension or compression, a differential stress-strain relation of the form (3) which is valid for the first loading can always be integrated under the initial condition $\epsilon=0$ for $\sigma=0$ and is thus equivalent to a finite stress-strain relation. For more general states of stress, however, a suitably generalized form of the differential stress-strain relation (3) may be integrable or not. The distinction between differential and finite stress-strain relations for the first loading is therefore no longer a purely formal matter, but acquires physical significance. One of the main results of the following discussion consists in the remark that the assumption of a finite stress-strain relation for the first loading is incompatible with certain postulates concerning the mechanical behaviour under those changes of stress which constitute neither loading nor unloading. This is shown in Section 3. Sections 2 and 4 are devoted to the discussion of finite and differential stress-strain relations, respectively. Section 5 gives a method of correlating experimental results with the present theory. Finally, Section 6 contains a discussion of the limitations of the theory.
2. Finite stress-strain relations. Using rectangular Cartesian coordinates $x_{i}$, ( $i=1,2,3$ ), we denote the displacement from the standard state by $u_{i}$, the strain by $\epsilon_{i j}$ and the reduced stress by $\sigma_{i j}$. For the small deformations to which the following discussion is restricted, the strain $\epsilon_{i j}$ is given by

$$
\begin{equation*}
\epsilon_{i j}=\frac{1}{2}\left(u_{i, i}+u_{i, i}\right) \tag{4}
\end{equation*}
$$

where $u_{i, j}$ stands for $\partial u_{i} / \partial x_{j}$, etc. Adopting the usual summation convention regarding repeated subscripts, we define the mean normal strain as

$$
\begin{equation*}
e=\frac{1}{3} \epsilon_{i i} \tag{5}
\end{equation*}
$$

and the strain deviation as

$$
\begin{equation*}
e_{i j}=\epsilon_{i j}-e \delta_{i j} \tag{6}
\end{equation*}
$$

where $\delta_{i j}$ is the Kronecker delta. Similarly, the reduced mean normal stress $s$ and the deviation $s_{i j}$ of the reduced stress are defined as

$$
\begin{equation*}
s=\frac{1}{3} \sigma_{i i} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
s_{i j}=\sigma_{i j}-s \delta_{i j} . \tag{8}
\end{equation*}
$$

According to the definitions of the deviations $e_{i j}$ and $s_{i j}$, we have

$$
\begin{equation*}
e_{i i}=0, \quad s_{i i}=0 \tag{9}
\end{equation*}
$$

The task of generalizing the finite stress-strain relation (1) is simplified by the remark that the first term on the right-hand side represents that part of the total strain $\epsilon$ which is recovered upon complete unloading. The remaining terms on the righthand side of (1) accordingly represent the permanent strain. In Fig. 1 the total strain is represented by the segment $O B$, the recoverable strain by $A B$, and the permanent strain by $O A$.

Setting

$$
\begin{equation*}
\epsilon_{i j}=\epsilon_{i j}^{\prime}+\epsilon_{i j}^{\prime \prime}, \tag{10}
\end{equation*}
$$

where $\epsilon_{j}^{\prime}$ denotes the recoverable and $\epsilon_{i j}^{\prime \prime}$ the permanent strain, we may assume that the recoverable strain is related to the reduced stress by means of the generalized law of Hooke:

$$
\begin{equation*}
\epsilon_{i j}^{\prime}=(1+\nu) s_{i j}+(1-2 \nu) s \delta_{i j} \tag{11}
\end{equation*}
$$

Here $\nu$ denotes Poisson's ratio. We are then left with the task of supplementing (11) by a relation which expresses the permanent strain occurring during the first loading in terms of the reduced stress. For an isotropic material, this relation can only contain scalar constants in addition to the tensors $\epsilon_{i j}^{\prime \prime}, \sigma_{i j}$ and $\delta_{i j}$, and their invariants. Furthermore, the principal axes of $\epsilon_{y j}^{\prime \prime}$ and $\sigma_{i j}$ must coincide. Under the pressures commonly encountered in the testing of materials, no permanent change of volume is observed, i.e., $\epsilon_{11}^{\prime \prime}=0$ and $\epsilon_{y}^{\prime \prime}=e_{i j}^{\prime \prime}$. A state of hydrostatic pressure therefore does not produce any permanent strain, and two states of stress which differ only by a state of hydrostatic pressure may be expected to produce identical permanent strains. The permanent strain $\epsilon_{1 j}^{\prime \prime}$ is thus independent of $s$ and depends only on the deviation $s_{i j}$. Furthermore, if the stress-strain diagrams for simple tension and simple compression are congruent, a reversal of the signs of all stresses may be expected to produce a mere reversal of the signs of all principal strains. Finally, if the ratios of the principal stresses are kept constant during the loading process, the ratios of the principal permanent strains, too, can be expected to remain constant.

In a recent paper, ${ }^{2} \mathrm{~W}$. Prager established the most general stress-strain relation which is compatible with the preceding postulates. With the notations

$$
\begin{equation*}
J_{2}=\frac{1}{2} s_{i j} s_{j i}, \quad J_{3}=\frac{1}{3} s_{i j} s_{j k} s_{k i} \tag{12}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{i j}=s_{i k} s_{k i}-\frac{2}{3} J_{2} \delta_{i j} \tag{13}
\end{equation*}
$$

Prager's stress-strain relation can be written in the form

[^38]\[

$$
\begin{equation*}
\epsilon_{i j}^{\prime \prime}=F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right) s_{i j}+Q\left(J_{2}, J_{3}^{2}\right) J_{3} t_{i j}\right], \tag{14}
\end{equation*}
$$

\]

where $P$ and $Q$ must be homogeneous in the components of the stress deviation, the degree of $P$ exceeding that of $Q$ by 4 . The expressions (12) are second and third order invariants of the stress deviation $s_{i j}$ (the first order invariant $s_{i i}$ vanishes). The tensor (13) is the deviation of the square $s_{i k} s_{k j}$ of the stress deviation $s_{i j}$.

Combining (11) and (14), we obtain the desired generalization of the finite stressstrain relation (1):

$$
\begin{equation*}
\epsilon_{i j}=(1+\nu) s_{i j}+(1-2 \nu) s \delta_{i j}+F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right) s_{i j}+Q\left(J_{2}, J_{3}^{2}\right) J_{3} t_{i j}\right] \tag{15}
\end{equation*}
$$

3. Neutral changes of stress. Inadmissibility of finite stress-strain relations. In the case of simple tension or compression the sign of $\sigma d \sigma=d\left(\frac{1}{2} \sigma^{2}\right)$ proved to be a satisfactory criterion for loading and unloading. Accordingly, one might consider the possibility of using the sign of $\sigma_{j i} d \sigma_{j i}$ as a criterion in the general case. If, however, the term "loading" is reserved for such changes of stress which are accompanied by a change of the permanent strain, this criterion is not satisfactory. Indeed, on account of (8) and the second Eq. (9), we have

$$
\begin{equation*}
\sigma_{i j} d \sigma_{i j}=\left(s_{i j}+s \delta_{i j}\right)\left(d s_{i j}+d s \delta_{i j}\right)=s_{i j} d s_{i j}+3 s d s \tag{16}
\end{equation*}
$$

If loading were to correspond to $\sigma_{i j} d \sigma_{i j}>0$, a change of stress for which $d s_{i j}=0$ might therefore constitute loading in spite of the fact that such a change of stress is not accompanied by a change of the permanent strain. To avoid this difficulty, we shall use the sign of $s_{i j} d s_{i j}=d J_{2}$ as the desired criterion, an increase of $J_{2}$ corresponding to loading, a decrease to unloading.

Whereas for uniaxial stress any change of stress constitutes either loading or unloading, we have three kinds of change of stress in the general case, according to whether $J_{2}$ increases, remains constant, or decreases. An infinitesimal change of stress for which $d J_{2}=0$, will be called a neutral change of stress. For instance, any change of stress which affects only the mean normal stress, but leaves the stress deviation untouched, is a neutral change of stress. A more interesting example of a neutral change of stress is given by

$$
\sigma_{i j}=\left(\begin{array}{ccc}
\sigma & 0 & 0  \tag{17}\\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right), \quad d \sigma_{i j}=\left(\begin{array}{ccc}
0 & d \tau & 0 \\
d \tau & 0 & 0 \\
0 & 0 & 0
\end{array}\right) .
$$

Equation (17) represents the stress system which arises from a combined tension and torsion test of a thin walled circular cylinder. Specifically, consider such a test piece which is pulled to an arbitrary tensile stress $\sigma$. If the traction is then kept constant and a small torque applied, the resulting systems of stress and increments of stress are represented by Eq. (17).

Let us now suppose that for the first loading $\left(d J_{2}>0\right)$ we have the finite stressstrain relation (15) and for unloading $\left(d J_{2}<0\right)$ the generalized-law of Hooke in the differential form

$$
\begin{equation*}
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 \nu) d s \delta_{i j} \tag{18}
\end{equation*}
$$

The simultaneous use of the stress-strain relations (15) and (18) will lead to obvious difficulties, unless these relations give identical strain increments for neutral changes
of stress. We shall show that, in general, this continuity condition is not fulfilled. Indeed, if (15) is written in differential form, the first two terms on the right-hand side equal the right-hand side of (18); the continuity condition therefore requires the vanishing of the remaining terms on the right-hand side of the differential form of Eq. (15). Consider, for example, the stress and increment of stress given by Eq. (17). A simple computation will show that

$$
\begin{array}{rl}
s_{i j} & =\left(\begin{array}{ccc}
\frac{2}{3} \sigma & 0 & 0 \\
0 & -\frac{1}{3} \sigma & 0 \\
0 & 0 & -\frac{1}{3} \sigma
\end{array}\right), \\
d s_{i j}=\left(\begin{array}{ccc}
0 & d \tau & 0 \\
d \tau & 0 & 0 \\
0 & 0 & 0
\end{array}\right), & d t_{i i}=\left(\begin{array}{ccc}
\frac{2}{8} \sigma^{2} & 0 & 0 \\
0 & -\frac{1}{8} \sigma^{2} & 0 \\
0 & 0 & -\frac{1}{8} \sigma^{2}
\end{array}\right), \\
0 & \frac{1}{3} \sigma d \tau \\
\frac{1}{3} \sigma d \tau \\
0 & 0
\end{array} 0 .,
$$

as well as $d J_{2}=d J_{3}=0$. For this special case the differential form of Eq. (14) reduces to

$$
\begin{equation*}
d \epsilon_{i j}^{\prime \prime}=F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right) d s_{i j}+Q\left(J_{2}, J_{3}^{2}\right) J_{3} d t_{i j}\right], \tag{19}
\end{equation*}
$$

where $J_{2}$ and $J_{3}$ are evaluated for an arbitrary state of pure tension. Since this state of stress satisfies the condition for a neutral change of stress $\left(d J_{2}=0\right), d \epsilon_{j j}^{\prime \prime}$ must vanish. We find then, upon substituting the values of $d s_{i j}$ and $d t_{i j}$ previously computed, that

$$
\begin{equation*}
F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right)+\frac{1}{3} Q\left(J_{2}, J_{3}^{2}\right) J_{3} \sigma\right]=0 . \tag{20}
\end{equation*}
$$

Now let us return to the finite stress-strain relation, Eq. (15), for the case of pure tension. The first component of the strain tensor (the other non-vanishing terms differ from this only by a constant factor) becomes

$$
\begin{equation*}
\epsilon_{11}=\sigma+\frac{2}{3} F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right) \sigma+\frac{1}{3} Q\left(J_{2}, J_{3}^{2}\right) J_{3} \sigma^{2}\right] . \tag{21}
\end{equation*}
$$

The invariants appearing in Eq. (20) have been evaluated for an arbitrary state of pure tension. Consequently, Eq. (20) is valid for pure tension and the second term in Eq. (21) equals zero. (A similar remark holds true for each of the other non-vanishing strain components.) Therefore, the stress-strain relation will reduce to Hooke's law for pure tension if the continuity condition is to be fulfilled. On the other hand, we have seen in Section 1 that the stress-strain law for tension need not be linear. Thus the most general finite stress-strain law coupled with Hooke's law for unloading will not be sufficiently flexible to represent a tensile test if the continuity condition is to be fulfilled. It is necessary, therefore, to turn to differential stress-strain relations if both loading and unloading are to be adequately represented.
4. Differential stress-strain relations. A system of differential stress-strain relations can be obtained from the properties discussed in Section 2 provided certain of these are rewritten in such a way as to be directly applicable in differential form. We shall assume that given the components of the stress tensor $\sigma_{i j}$ and the increments $d \sigma_{i j}$ there correspond unique strain increments $d \epsilon_{i j}$. This implies that the increment in strain, $d \epsilon_{i j}$, depends only on the state of stress at the given instant, $\sigma_{i j}$, and the increment in stress, $d \sigma_{i j}$, and is independent of the way in which this state of stress has been achieved provided only loading has taken place. In particular, we shall
assume that this dependence is such that the increments in strain are linear functions of the increments in stress. Thus $d \epsilon_{i j}$ can be written in the form

$$
\begin{equation*}
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 \nu) d s \delta_{i j}+c_{i j k l} d \sigma_{k l}, \tag{22}
\end{equation*}
$$

where the fourth order tensor $c_{i j k l}$ is a function of $\sigma_{i j}$ only. For unloading, the material is assumed to satisfy the differential form of Hooke's law given in Eq. (18). Loading is supposed to take place when $d J_{2}>0$ and unloading occurs for $d J_{2}<0$. For a neutral change of stress, $d J_{2}=0$, the continuity condition requires that Eqs. (18) and (22) coincide. Consequently,

$$
c_{i j k l} d \sigma_{k l}=0 \text { whenever } d J_{2}=s_{k l} d s_{k l}=0
$$

Since $s_{k l}$ is a deviator, $d J_{2}$ may also be written in the form $d J_{2}=s_{k l} d \sigma_{k l}$. Thus the linear form in $d \sigma_{k l} c_{i j k l} d \sigma_{k l}$, must vanish whenever $s_{k l} d \sigma_{k l}$ vanishes. The coefficients of $d \sigma_{k l}$ in the two forms must be proportional or

$$
c_{i j k l}=C_{i} ; s_{k l}
$$

where the second order tensor $C_{i j}$ is a function of $\sigma_{k l}$ alone. The stress-strain relations then become

$$
\left.\begin{array}{ll}
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 \nu) d s \delta_{i j}+C_{i j} d J_{2}, & \text { when } d J_{2} \geqq 0 ;  \tag{23}\\
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 \nu) d s \delta_{i j}, & \text { when } d J_{2} \leqq 0 .
\end{array}\right\}
$$

In a certain sense, the term $C_{i j}$ measures the permanent deformation. Indeed, let us consider the infinitesimal cycle of stress which results when first $d \sigma_{i j}$ is applied and then $-d \sigma_{i j}$. We assume, in addition, that the material is being loaded when $d \sigma_{i j}$ is applied. The permanent increment in strain $d \epsilon_{j}^{\prime \prime}$ will then be

$$
\begin{equation*}
d \epsilon_{i j}^{\prime \prime}=C_{i j} d J_{2} . \tag{24}
\end{equation*}
$$

Since the permanent strain is independent of a state of hydrostatic stress for pressures within the range normally encountered in testing of materials, the tensor $C_{i j}$ can only be a function of the components of the stress deviator rather than the stress tensor itself. Furthermore, there can be no permanent change in volume; that is, $d \epsilon_{i i}^{\prime \prime}=0$ or $C_{i i}=0$. Since the tensors $d \epsilon_{i j}, d s_{i j}$, and $\delta_{i j}$ are symmetric, $C_{i j}$ will also be symmetric. In addition, a reversal of the signs of all the stresses is assumed to produce a reversal of sign of all the strain increments. This implies that $C_{i j}$ must be an odd function of the stress components and thus will vanish when all the $s_{i j}$ vanish.

The material is supposed to become orthotropic under the stress $\sigma_{i j}$ in the sense that the $C_{i j}$ can be represented as a power series in the stress deviator $s_{i j}$ with scalar coefficients. These coefficients are either constants or else functions of the invariants of $s_{i j}$, i.e., functions of $J_{2}$ and $J_{3}$. It is convenient at this point to change from the subscript notation for tensors to Gibbs' notation; the tensor $C_{i j}$ will be denoted by C and $s_{i j}$ by S . The multiplications indicated below are the usual matrix multiplications. Under the assumptions stated above, the tensor C can be written as

$$
\begin{equation*}
\mathrm{C}=\sum_{n=0}^{\infty} a_{2 n+1}\left(J_{2}, J_{3}\right) \mathrm{S}^{2 n+1} . \tag{25}
\end{equation*}
$$

We note that only odd powers appear in Eq. (25) since $\mathbf{C}$ is assumed to be an odd
function of the stresses. Equation (25) can be simplified further by the HamiltonCayley theorem which states that the tensor S must satisfy its own characteristic equation. ${ }^{3}$ For the stress deviator $S$, this implies that

$$
\begin{equation*}
\mathrm{S}^{8}=J_{2} \mathrm{~S}+J_{3} \mathrm{I}, \tag{26}
\end{equation*}
$$

where $I$ is the unit tensor. Through Eq. (26), we can reduce ${ }^{4}$ any power of $S$ greater than the second to a linear combination of $\mathrm{I}, \mathrm{S}$, and $\mathrm{S}^{2}$ with coefficients which are functions of $J_{2}$ and $J_{3}$. For example, consider the reduction of the power $S^{5}$. According to Eq. (26),

$$
\mathbf{S}^{4}=J_{2} \mathbf{S}^{2}+J_{3} \mathbf{S} ;
$$

thus

$$
\mathrm{S}^{5}=J_{2} \mathrm{~S}^{3}+J_{3} \mathrm{~S}^{2}=J_{3} \mathrm{~S}^{2}+J_{2}^{2} \mathrm{~S}+J_{2} J_{3} \mathrm{I} .
$$

In general, we can rewrite Eq. (25) as

$$
\mathrm{C}=a\left(J_{2}, J_{3}\right) \mathrm{S}^{2}+b\left(J_{2}, J_{3}\right) \mathrm{S}+c\left(J_{2}, J_{3}\right) J_{3} \mathrm{I} .
$$

We recall that $C_{i i}=0$; since S is a deviator, this implies that

$$
2 a\left(J_{2}, J_{3}\right) J_{2}+3 c\left(J_{2}, J_{3}\right) J_{3}=0,
$$

or

$$
c\left(J_{2}, J_{3}\right)=-\frac{2 J_{2}}{3 J_{3}} a\left(J_{2}, J_{3}\right) .
$$

Consequently,

$$
\mathrm{C}=a\left(J_{2}, J_{3}\right)\left[\mathrm{S}^{2}-\frac{2}{3} J_{2} \mathrm{I}\right]+b\left(J_{2}, J_{3}\right) \mathrm{S} .
$$

The expression appearing in square brackets is just the tensor $t_{i j}$ which was defined in Eq. (13). Returning now to the subscript notation we can write the tensor $C_{i j}$ as

$$
C_{i j}=a\left(J_{2}, J_{3}\right) t_{i j}+b\left(J_{2}, J_{3}\right) s_{i j}
$$

A further simplification can be made by noting that $C_{i j}$ must be an odd function of the stress components. Since $J_{2}$ is even, $J_{3}$ odd, $t_{i j}$ even, and $s_{i j}$ odd, we must have

$$
C_{i j}=p\left(J_{2}, J_{3}^{2}\right) s_{i i}+q\left(J_{2}, J_{3}^{2}\right) J_{3} l_{i j} .
$$

Thus the complete differential stress-strain relations can be written in the form ${ }^{5}$

$$
\left.\begin{array}{l}
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 \nu) d \delta_{i j}+\left[p\left(J_{2}, J_{3}^{2}\right) s_{i j}+q\left(J_{2}, J_{3}^{2}\right) J_{3} t_{i j}\right] d J_{2} \text { when } d J_{2} \geqq 0  \tag{27}\\
d \epsilon_{i j}=(1+\nu) d s_{i j}+(1-2 v) d s \delta_{i j}, \quad \text { when } d J_{2} \leqq 0 .
\end{array}\right\}
$$

5. Further study of the stress strain relations. Experimental determination. In this section we shall discuss the relation between the differential form of the stressstrain relation (cf. (27))

[^39]\[

$$
\begin{equation*}
d \epsilon_{i j}^{\prime \prime}=\left\{p\left(J_{2}, J_{3}^{2}\right) s_{i j}+q\left(J_{2}, J_{3}^{2}\right) J_{3} t_{i}\right\} d J_{2}, \quad d J_{2} \geqq 0 \tag{28}
\end{equation*}
$$

\]

and the integral form

$$
\begin{equation*}
\epsilon_{i j}^{\prime \prime}=F\left(J_{2}, J_{3}^{2}\right)\left[P\left(J_{2}, J_{3}^{2}\right) s_{i j}+Q\left(J_{2}, J_{3}^{2}\right) J_{3} t_{i j}\right], \tag{14}
\end{equation*}
$$

which holds only when the ratios of the principal stresses are kept constant during the loading process, i.e., if

$$
\begin{equation*}
s_{i j}=k s_{i j}^{(0)}, \tag{29}
\end{equation*}
$$

where $s_{i j}^{(0)}$ is fixed while $k$ is the scalar variable. We shall then show how a series of tests necessary to establish the Lode diagram will be sufficient to determine the stressstrain relations completely. First of all, it is convenient to bring out the homogeneity properties in the relations (28) and (14) by introducing the symbols

$$
\begin{equation*}
\alpha=J_{3}^{2} / J_{2}^{3}, \quad \gamma_{i i}=J_{3} t_{i j} / J_{2}^{2}, \tag{30}
\end{equation*}
$$

where $\alpha$ is dimensionless, while $\gamma_{i j}$ has the same dimensions as $J_{2}$. The relation (14) can be written in the form
where

$$
\begin{equation*}
\epsilon_{i j}^{\prime \prime}=\lambda\left(J_{2}, \alpha\right)\left\{s_{i j}+\beta(\alpha) \gamma_{i j}\right\}, \tag{31}
\end{equation*}
$$

$$
\begin{equation*}
\lambda\left(J_{2}, \alpha\right) \equiv F\left(J_{2}, J_{3}^{2}\right) P\left(J_{2}, J_{3}^{2}\right), \quad \beta(\alpha) \equiv J_{2}^{2} Q\left(J_{2}, J_{3}^{2}\right) / P\left(J_{2}, J_{3}^{2}\right) . \tag{32}
\end{equation*}
$$

Note that $\beta$ is independent of $J_{2}$, because of the homogeneity relation between $P$ and $Q$ established in Section 2.

With a similar change of notation, the relation (28) can be written as

$$
\begin{equation*}
d \epsilon_{i j}^{\prime \prime}=G\left(J_{2}, \alpha\right)\left\{s_{i j}+\beta^{\prime}(\alpha) \gamma_{i j}\right\} d J_{2}, \quad d J_{2} \geqq 0 \tag{33}
\end{equation*}
$$

where

$$
\begin{equation*}
G\left(J_{2}, \alpha\right) \equiv p\left(J_{2}, J_{3}^{2}\right), \quad \beta^{\prime}(\alpha) \equiv J_{2 q}^{2}\left(J_{2}, J_{3}^{2}\right) / p\left(J_{2}, J_{3}^{2}\right) . \tag{34}
\end{equation*}
$$

Since we did not establish a homogeneity relation between $p$ and $q$, we cannot immedilately conclude that $\beta^{\prime}$ is independent of $J_{2}$. However, we shall see immediately that this is true and that indeed

$$
\begin{equation*}
\beta^{\prime} \equiv \beta \tag{35}
\end{equation*}
$$

We shall also show that $G\left(J_{2}, \alpha\right)$ may be obtained from $\lambda\left(J_{2}, \alpha\right)$ by the relation

$$
\begin{equation*}
G\left(J_{2}, \alpha\right)=\frac{\lambda}{2 J_{2}}+\frac{\partial \lambda}{\partial J_{2}} . \tag{36}
\end{equation*}
$$

The relations (35) and (36) will then determine the differential relation (33) completely once the integral relation (31) is known by a series of experiments of the special type (29). It is to be noted that the functions $G\left(J_{2}, \alpha\right)$ and $\beta(\alpha)$ in (33) determined through the use of (31) will by no means restrict the application of (33) to processes connected in any manner with (29).

To establish the relations (35) and (36), consider the application of (31) and (33) to a process of the type (29). Let $d \epsilon_{i j}^{\prime \prime}$ be the change in $\epsilon_{j j}^{\prime \prime}$ corresponding to a change $d k$. Then

$$
\begin{equation*}
d J_{2}=2 J_{2} \frac{d k}{k}, \quad d \alpha=0 \tag{37}
\end{equation*}
$$

and (31) gives

$$
d \epsilon_{i j}^{\prime \prime}=\frac{\partial \lambda}{\partial J_{2}} d J_{2}\left\{s_{i j}+\beta \gamma_{i j}\right\}+\lambda\left\{s_{i j}+\beta \gamma_{i j}\right\} \frac{d k}{k}
$$

while (33) yields

$$
d \epsilon_{i j}^{\prime \prime}=G\left(J_{2}, \alpha\right)\left\{s_{i j}+\beta^{\prime} \gamma_{i j}\right\} d J_{2}
$$

Equating coefficients of $s_{i j}$ and $\gamma_{i j}$, we obtain the relations (35) and (36).


Fig. 2a. The $\alpha-\beta$ diagram (Eq. (38)) of the experimental results of Taylor and Quinney for copper, aluminum, mild steel and decarburized mild steel. The data for mild steel are too scattered for a definite curve to be drawn.

The experimental determination of the stress strain relations can then be reduced to that of (31) alone. This can be done by a series of tests of the type (29), which is of the class described by Lode, ${ }^{6}$ Taylor-Quinney ${ }^{7}$ and Hohenemser-Prager. ${ }^{8}$ Indeed,

[^40]the relation $\beta(\alpha)$ is merely another presentation of Lode's diagram. It can be easily verified that $\alpha, \beta$ are related to Lode's parameters ${ }^{9} \mu$ and $\nu$ by the relations
\[

\left.$$
\begin{array}{l}
\alpha=\frac{4}{27} \frac{\mu^{2}\left(9-\mu^{2}\right)^{2}}{\left(3+\mu^{2}\right)^{3}}  \tag{38}\\
\beta=\frac{9\left(3+\mu^{2}\right)^{2}}{2\left(9-\mu^{2}\right)} \frac{1-\nu / \mu}{\mu^{2}(1+2 \nu / \mu)-3}
\end{array}
$$\right\}
\]

This new system has the advantage that $\beta$ gives directly the extent of deviation from "von Mises' second hypothesis" discussed by Taylor and Quinney, which is equivalent to putting $\beta \equiv 0$. Indeed, one principal aim of Taylor and Quinney is to find out


Fig. 2b. The $\alpha-\beta$ diagram (Eq. (38)) of the experimental results of Taylor and Quinney for lead, cadmium and glass. The data are too few to allow any curve to be drawn.
this extent and is therefore to determine the value of $\beta$. Figs. 2(a) and $2(\mathrm{~b})$ show the results of Taylor and Quinney converted into the $(\alpha, \beta)$ diagram. This diagram reveals any experimental error more strongly, since $\beta$ is essentially related to the slope of the ( $\mu, \nu$ ) curve; e.g.,

[^41]\[

$$
\begin{aligned}
& \frac{d \nu}{d \mu}=\frac{9-4 \beta}{9+2 \beta} \text { for } \mu \rightarrow 1 \\
& \frac{d \nu}{d \mu}=1+\frac{2 \beta}{3} \text { for } \mu=0
\end{aligned}
$$
\]

It should be noted in passing that $\alpha$ must satisfy the inequality

$$
\begin{equation*}
0<\alpha<4 / 27 \tag{39}
\end{equation*}
$$

to insure real values of $\mu$.
Having determined $\beta(\alpha)$ from (38), we may determine $\lambda\left(J_{2}, \alpha\right)$ by noting that (cf. (31))

$$
\begin{equation*}
I_{2} \equiv \frac{1}{2} \epsilon_{i j}^{\prime \prime} \epsilon_{i j}^{\prime \prime}=\lambda^{2} J_{2}\left\{1+3 \alpha \beta+\frac{1}{3} \alpha^{2} \beta^{2}\right\} \tag{40}
\end{equation*}
$$

For each loading process given by (29) the value of $\alpha$ is fixed, and (40) gives the dependence of $\lambda^{2}$ on $J_{2}$ if $I_{2}$ is determined for given values of $J_{2}$. A series of tests with different principal axes will then give the further dependence of $\lambda$ on $\alpha$.
6. Concluding remarks. In closing, we note some of the limitations of the stressstrain relations developed in this paper. It has been pointed out previously that these equations have been developed to cover the case of one loading followed by at most one unloading. This restriction is quite essential, for relations (27) are not applicable for a second loading. For example, if we consider a simple tensile test, the stress-strain diagram obtained from (27) for the second loading would be a mere translation of the diagram for the first loading. This does not agree with the experimental results. Secondly, we note that these equations apply only to metals which exhibit strain-hardening. They are not applicable, for example, to materials which yield under constant shearing stress or satisfy von Mises' yield condition, $J_{2}=$ const.
It is trened that the results presented here will provoke experimental work to test their validity. Among the various features which should be tested are two assumptions made in developing the differential stress-strain laws. The first hypothesis (cf. Section 4) states that the increments in strain are uniquely determined by the components of the stress tensor $\sigma_{i j}$ and the increments $d \sigma_{i j}$ without reference to the previous history of loading provided only one loading has taken place followed by at most one unloading. The range in which such a hypothesis is valid should be explored empirically. Secondly, the assumption involved in the transition from Eqs. (24) to (25) should be examined carefully. According to these two relations, the principal axes of the increment in permanent strain $d \epsilon_{i j}^{\prime \prime}$ will coincide with the principal axes of the existing state of stress $s_{i j}$ independent of the increments in stress $d \sigma_{i j}$, provided only loading takes place. This conclusion should be tested by experiment.
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