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As to d ay ’s Automation  solut ions becom e more  and more  distributed Systems the  expense for 
implementing system diagnosis  as part  o f  Engineering rises. This paper  presents a concept to decrease the 
cost for implementing system diagnosis by  generating  diagnostic funtions automatical ly  out o f  the layout 
information created  in the  p lanning  phase  o f  a  plant. It also describes a concept for reducing the 
complexity  o f  the system b y  fo rming logical groups,  each embracing a  part  o f  the whole  system. The 
Concept  has been im plemented  and validated based on the PROFInet archi tecture  for com ponent  based 
automation in cooperat ion  with SIEM EN S AG  Automation &  Drives.

ZU N IFIK O W A N A  DIAG NO STYK A  SY STE M Ó W  RO ZPR O SZO NY CH  
PRZY POM O CY  S T A N D A R D O W E J FUN K CJONALNOŚCI

Z uwagi na  to, że  obecnie  w automatyce coraz częściej stosowane  są  systemy rozproszone,  koszt 
realizacji funkcji d iagnostycznych dla  komple tnych systemów niezmiernie  wzrasta.  Artykuł  prezentuje  
koncepcję  obniżenia  kosztów i czasu implementacji diagnostyki systemów rozproszonych poprzez 
generowanie  funkcji d iagnostycznych automatycznie  na podstawie p lanów rozmieszczenia  komponentów 
i ich struktury technologicznej,  tworzonych w  fazie projektowania. Opisuje  się tu również  koncepcję  
redukcji złożonośc i systemu poprzez tworzenie  podzespołów logicznych. Koncept został zreal izowany 
i przetestowany przy  pom ocy  bazującej na  komponentach automatyki arch itektury  PROFInet 
we współpracy  z SIE M E N S A G  Automation & Drives.

1. INTRODUCTION

In the lifecycle o f  today’s autom ation solutions, engineering represents a significant 
expense. W hile on the com m unication level, established standards sim plify the cooperation o f 
field devices the functionality  for p lant diagnosis has to be costly reim plem ented for each 
automation solution “from  scratch” . The grow ing functionality and the different operating 
behaviour o f  field devices, especially  in multi m anufacturer environm ents, com plicate this
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effort. These aspects increase the com plexity  o f  the system  and therefore also the expense for 
im plem enting system  diagnosis as part o f  engineering.

D uring the planning phase o f  an autom ation solution (e.g. Plant) com puter aided 
planning tools facilitate the process o f  designing the layout o f  the autom ation solution. These 
system s contain various inform ations on the system  like used com ponents etc. B ased on the 
inform ation contained in the p lan t layout it is possible to  autom atically generate functions for 
the diagnosis o f  the w hole system.

2. T EC H N O LO G IC A L H IERA RCH Y

O ne step to solving this problem  is to  build the autom ation solution on a component 
based structure. In this conception a com ponent is an entity consisting o f  both hard- and 
softw are, providing a given autom ation function. Such a com ponent can be see a black box 
w hich hides its com plexity  and owns a baselined interface to the “outside w orld” . This 
interface also provides defined functions for diagnostic purposes. In the context o f  the 
PR O FInet architecture the so called “R untim e A utom ation O bject” (R TA uto) represents such 
an entity im plem enting a given autom ation function w hich can be accessed through baselined 
interfaces.

Based on this architecture, subsystem s can be introduced, reducing the com plexity of 
the system . Subsystem s can be build  on any level w ithin the system . In this regard, a 
subsystem  is a logical group w hich em braces a given part o f  the system , hiding all the 
underlying com pelxity. The introduction o f  logical subsystem s also sim plyfies m atters for the 
operating crew  since the alm ost unm anageable com plexity o f  the p lant is encapsulated on 
different levels.

Figure 1 show s the layout o f  an autom ation solution. It also show s the seperation o f the 
w hole system  into subsystem s.



Unified diagnosis o f  distributed system s by means o f  generic functionality 89

8* V»

fists»«!»*«*? m*s?<
sSii snUUm

Fig. 1. Plant Layout

In the context o f  PR O FInet the autom ation function o f  a single com ponent is provided 
by its RTAuto. This m eans that a subsystem  contains either further subsystem s or on the 
lowest level the R TA uto o f  the according component.

Figure 2 show s the technological hierarchy that can be derived autom atically  from the 
plant layout.
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3. G EN ERA TIO N  O F D IAG NO STIC FU NCTION S

B ased on the technological hierarchy, it is now  possible to  generate diagnostic functions 
for each elem ent o f  the h ierachy w ith the sam e sem atics (e.g. as script functions). In the 
context o f  PR O FInet the follow ing functions can be generated:

•  The diagnostic function o f  a Logical Device (LD ev) checks the LDev Status. 
D epending on the result, the function reports an error w ith the according 
explanation.

•  On the level o f  the R TA utos the generic function checks the status o f the 
R TA uto and calls the diagnosis o f  the associated LDev. D epending on the result, 
the function reports an error w ith the according explanation.

•  On the low est level o f  the Subsystem s within the technological hierarchy the 
generated diagnostic function calls the diagnosis o f  the underlying RTAutos.

•  This pricip le is applied recursiv ly  up to the top level (the plant). T his means that 
each subsystem  diagnosis calls the diagnosis o f  the underlying subsystem .

Besides th is delegation o f  diagnostic functions from  a higher level to the underlying 
level, m ore significant diagnostic functionality can be generated by m eans o f  induction. For
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this purpose the logic o f  the autom ation solution has to be taken into account. This system 
logic can be devided into tw o categories:

•  „Single Level L ogic” represent the logic o f  one elem ent o f  the technological 
hierarchy. In this regard internal information o f  the elem ent is associated. For 
exam ple the logic o f  a subsystem  „Rolling G ate” states that there has to be a 
failure (e.g. a Sensor) if  the Gate reports that it is „open” and „closed” at the 
sam e time.

•  „M ulti Level Logic” represents the logic o f a subsystem  based on the underlying 
subsystem s it contains. For exam ple a subsystem  consisting o f  a flow  control 
and a valve has to  be defective i f  the flow  control states a „flow  greater zero” 
while the valve states „valve closed” .

During the recursive generation o f  the diagnostic functions (e.g. as scripts) the rules for 
single and multi level logic are taken into account:

•  In the case o f  „S ingle Level Logic” the defined rules are directly  applied to  the 
generation process.

•  In the case o f  „M ulti Level Logic” the plant layout determ ines w hich rules apply 
in the given case, depending on w hich com ponents interact w ith each other.

The basis for the creation o f  the single and multi level logic is the definition o f  device 
classes with fixed functions and properties. Rules for both Single and Multi Level Logic can 
then be defined, associating functions and properties. These rules can then be applied in the 
process o f the autom atic generation o f  diagnostic functionality. W ithin the prototype, these 
functions are generated as script functions. Figure 3 shows the basic principle o f  the 
automatic generation o f  diagnostic functionality.

Class: Gate Single Level Logic: Diagnosis Script

Class: Valve

Properties: 
ls_open 
Is closed

Class: FC
f?      -
Properties:
Flow

Multi Level Logic: 
(Considering Plant Layout)

Valve. Is closed = 1 
AND 
FC.Flow > 0 
=> Failure

Diagnosis Script

\
Automatic \ i f i s s s n
Generation /

Ê  I/

Fig.3. Automatic  generat ion process
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The process generates a diagnosis hierarchy w ith elem ents that can be seen as fractals 
since they are all sim ilar and provide a diagnostic function w ith the sam e sem antics. This 
principle contains even the subsystem s although these logical elem ents do not exist as a real 
autom ation com ponent. All inform ations that are necessary for this process can be retrieved 
from the p lant layout.

Fig.4. Generated diagnosis hierarchy

4. IM PLEM EN TA TION

In order to validate the described process a prototype has been im plem ented. The 
Im plem entaion consists o f  a so called „D iagnosis Server” and a C lient A pplication for 
visualization purposes. The com m unication betw een C lient and Server is handled via 
W ebservices and the H TTP protocoil. Both Server and Client can be used for various plants 
w ithout the need o f  adjustm ents since the Server is initialized via a X M L Document 
containing the necessary  inform ations. Figure 5 presents the Engineering w orkflow . Starting 
w ith the p lant layout, the X M L C onfig file is created autom atically, already containg the 
generated diagnosis h ierarchy and the diagnostic (script) functions. This X M L  C onfig file is 
passed to the Server w hich is then fully operational w ithout further adjustm ents.
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Plant Layout

• PROFInet Components
• Diagnosis Hierarchy
• Diagnosis Script- Functions

Fig.5. Engineering  Workflow

The C lient application connects to the Server and accesses the diagonstic functions. 
Since the generated functions exist as scripts w ithin the X M L C onfig File, the Server 
processes the script w ith the build  in Script processor. The results are transm itted to the C lient 
application for visualization.
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Fig.6. Client application

5. C O N CLU SIO N

The project created a possib ility  to  significantly reduce the effort and cost for the 
im plem entation o f  system  diagnosis as part o f  engineering. Furtherm ore these diagnostic 
functions are less subject to  im plem entation errors, since they are generated automatically. 
From a u ser’s poin t o f  v iew , th is concept reduces the com plexity o f  the system  by forming 
subsystem s hiding the underly ing com plexity. This enables the operating crew  to identify the 
p lan t’s status “at a  g lance” . In the case o f  a fault condition the diagnostic functions on a lower 
level provide m ore detailed  inform ation.
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