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STABILITY OF ADDITION FORMULAE FOR TRIGONOMETRIC MAPPINGS
§ O. Introduction

It is known that the functionsl equations of d'Alembert

$$
\begin{equation*}
f(x+y)+f(x-y)=2 f(x) f(y) \tag{1}
\end{equation*}
$$

and Wilson

$$
\begin{equation*}
g(x+y) \cdot g(x-y)=g^{2}(x)-g^{2}(y) \tag{2}
\end{equation*}
$$

satisfied by $f=c o s$ and $g=s i n$, respectively, are both stable in the sense of Baker ("superstable"). Namely, the following theorems hold true:

Theorem A. (J.A. Baker [1]) Let $\varepsilon \geqslant 0$ be given number and let ( $G,+$ ) be an Abelian group. Then any unbounded solution $f: G \rightarrow C$ of the inequality

$$
|f(x+y)+f(x, y)-2 f(x) f(y)| \leqslant \varepsilon, \quad x, y \in G
$$

satiofies d'Alembert's equation (1).
Theoren 日. (P.w. Cholewa [3]) Let $\varepsilon \geqslant 0$ be aiven number and let $(G,+)$ be a uniquely two-divisible Abelian group. Then any unbounded solution $g: G \rightarrow C$ of the inequality

$$
\left|g(x+y) g(x-y)-g^{2}(x)+g^{2}(y)\right| \leqslant \varepsilon, \quad x, y \in G
$$

```
satisfies Wilson's equation (2). lowing system
\[
\left\{\begin{array}{l}
f(x+y)=f(x) f(y)-g(x) g(y)  \tag{3}\\
g(x+y)=f(x) g(y)+g(x) f(y)
\end{array}\right.
\]
```

    Since the pair \(f=\) cos, \(g=\) sin yields also a solution of the fol-
    a notural question arises whether the superstability phonomenon deacribed above carries over system (3). In spite of the fact that nowadays atability
probleas are pretty vivid in the field of functional equations, it seems that considerations of that type with regard to systems of equations have not been undertaken till now.

## § 1. Exponential mappings and their stability

In the light of the classical Euler formulae linking complex trigonometric functions and the exponential one, the stability behaviour of exponential mappings will play the crucial role in the sequel. Therefore, we begin with a generalization of J. Lawrence s result from [4] (Theorem 1).

Theorem 1. Let $(S,+)$ be a semigroup and let $(A,\|\cdot\|)$ be a normed algebra. Assume that the Cauchy difference

$$
C_{F}(x, y):=F(x+y)-F(x) F(y), x, y \in S .
$$

of a map $F: S \longrightarrow A$ has the property that all its sections $C_{F}(x, \cdot)$. $x \in S$, are bounded (not necessarily uniformly). Then, for every a belonging to the right ideal generated by $C_{F}(S \times S)$ in the subalgebra $\langle F(S)\rangle$ of $A$, generated by $F(S)$, the function $a \cdot F$ is bounded.

Proof. We shall suitably modify the induction procedure applied by J. Lawrence in the proof of his Theorem 1 from [4]. Observe that any element of the right ideal spoken of in the statement of our theorem is a linear combination of elements

$$
\begin{equation*}
b=C_{F}(x, y) F\left(x_{1}\right) \cdot \ldots \cdot F\left(x_{k}\right) \tag{4}
\end{equation*}
$$

where $x_{1} \ldots \ldots, x_{k}, x, y \in S$. Obviously, it suffices to show that b-F is bounded. To this aim, we shall first prove that

$$
\begin{equation*}
C_{F}(x, y) \cdot F \text { is bounded for all }(x, y) \in s^{2} \tag{5}
\end{equation*}
$$

Indeed, fix arbitrarily a pair $(x, y) \in S^{2}$ and put

$$
\varphi(s):=\sup _{t \in S}\left\|C_{F}(s, t)\right\|, \quad s \in S
$$

By assumption, $p$ is finite on the whole of $S$. Now, for any $z \in S$, one has

$$
\begin{aligned}
& \left\|C_{F}(x, y) F(z)\right\| \leqslant\|F(x+y) F(z)-F(x) F(y+z)\|+\| F(x) F(y+z)-F(x) F(y) \\
& \cdot F(z)\|\leqslant\| F(x+y) F(z)-F(x+y+z)\|+\| F(x+y+z)-F(x) F(y+z) \| \\
& +\|F(x)\|\|F(y+z)-F(y) F(z)\|=\left\|C_{F}(x+y+z)\right\|+\left\|C_{F}(x, y+z)\right\| \\
& +\|F(x)\|\left\|C_{F}(y, z)\right\| \leqslant \varphi(x+y)+\varphi(x)+\|F(x)\| \varphi(y)
\end{aligned}
$$

with the latter constant being finite and independent of $z$. Thus, (5) has been proved.

To show that $b=F$ is bounded with $b$ having form (4). assume inductively that $C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{k-1}\right) \cdot F$ is bounded (say, by $c\left(x, y, x_{1} \ldots, x_{k-1}\right)$ ) for any choice of elements $x, y, x_{1} \ldots x_{k-1} \in S$ and $f i x$ arbitrarily an $x_{k} \in S$. Then, for any $z \in S$, one has $\left\|C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{k-1}\right) F\left(x_{k}\right) F(z)\right\|$ $\leqslant\left\|C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{-1}\right) \cdot\left(F\left(x_{k}\right) F(z)-F\left(x_{k}+z\right)\right)\right\|^{1}+\| C_{F}(x, y) F\left(x_{1}\right) \ldots$ $\ldots F\left(x_{k-1}\right) F\left(x_{k}+z\right)\|\leqslant\| C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{k-1}\right)\|\cdot\| C_{F}\left(x_{k}, z\right) \|+c\left(x, y, x_{i}, \ldots, x_{k-1}\right)$ $\leqslant\left\|C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{k-1}\right)\right\| \varphi\left(x_{k}\right)+c\left(x, y, x_{1} \ldots, x_{k-1}\right)$. which proves that $C_{F}(x, y) F\left(x_{1}\right) \ldots F\left(x_{k}\right) \cdot F$ is.bounded and completes the proof.

Remark 1. Plainly, if the ideal considered is the left one (resp. two--sided). then the functions F.a (resp. both a.F and Fia) are all bounded.

Remark 2. The elements $C_{F}(x, y),(x, y) \in S^{2}$, are noninvertible in the algebra <F(S)> (with unit) provided that $F$ itself is unbounded.

Remark 3. J. Lawrence [4] has assumed that the Cauchy difference $C_{F}$ of $F$ is bounded (i.e. that all the sections $C_{F}(x, \cdot), x \in S$, are uniformly bounded).

As a corollary we obtain a generalization up to the numerical value of the bounding constant) of J.A. Baker's superstability result [1] (see also Baker-Lawrence-Zorzitto [2]).

Theorem 2. Let $(S,+)$ be a semigroup and let $K$ stand for the field of all real or complex numbers or for the field of quaternions. Assume that the Cauchy difference $C_{f}$ of a function $f: S \rightarrow K$ has bounded sections $C_{f}(x, \cdots), x \in S$ (not necessarily unformly). Then either fitself is bounded or

$$
f(x+y)=f(x) f(y)
$$

for all $x, y \in S$.
Proof. Any element a $\mathcal{M}$ of the algebra $K$ is invertible; therefore, it remains to apply Remark 2.

Remark 4. It is well-known (see J.A. Baker [1]) that the superstability of exponential functions fails to hold even in the case of mappings having values in the algebra $M_{2}(c)$ of all complex (2x2)-matrices. Baker's counter-example raads as follows: take any positive $\delta \neq 1$ and $F: \mathbb{R} \rightarrow M_{2}(C)$ given by the formula

$$
F(x):=\left[\begin{array}{ll}
0^{x}, & 0 \\
0, & \delta
\end{array}\right], \quad x \in \mathbf{R}
$$

Then $\|F(x+y)-F(x) F(y)\|=$ const $>0$. Therefore, the Cauchy difference $C_{F}$ is bounded but $F$ is neither bounded nor exponential.

## § 2. Stability of the trigonometric aystem; the acalar case

Formally, system (3) is not superstable. To see this, take functions $f, g: \mathbf{R} \rightarrow \mathbf{C}$ given by the formulas:

$$
f(x):=\frac{1}{2}\left(e^{x}+r(x)\right), g(x):=\frac{1}{2 i}\left(e^{x}-r(x)\right), \quad x \in \mathbb{R}
$$

where $r: R \rightarrow C$ 1a any nonexponential function such that $|r(x)| \leqslant 1$; $x \in R$. Then both $f$ and $g$ are unbounded and satisfy the ayston of inequalities

$$
\left\{\begin{array}{l}
|f(x+y)-f(x) f(y)+g(x) g(y)| \leqslant 1 \\
|g(x+y)-f(x) g(y)-g(x) f(y)| \leqslant 1
\end{array} \quad(x, y) \in R^{2}\right.
$$

but the pair ( $f, g$ ) does not yield solution to (3).
Nevertheless, in a sense, we are close to superstability (see also Theorea 7 below): namely, we have the following

Theorea 3. Let $(S,+)$ be semigroup and let $h, k: S \times S \rightarrow[0, \infty)$ be such that the sections $h(x, \cdot)$ and $k(x, \cdot)$ are bounded for $11 \times \in S$. Assume that a pair ( $f, g$ ) of complex functions on $S$ satisfies estimations

$$
\left\{\begin{array}{l}
|f(x+y)-f(x) f(y)+g(x) g(y)| \leqslant h(x, y)  \tag{6}\\
|g(x+y)-f(x) g(y)-g(x) f(y)| \leqslant k(x, y)
\end{array}\right.
$$

for sll $(x, y) \in S \times S$. Then either
(i) both $f$ and $g$ are bounded,
or
(ii) the pair (f,g) is a solution of (3).
or

$$
(111) \quad f=\frac{1}{2}(F+G), \quad G=\frac{1}{2 i}(F-G)
$$

where $F: S \rightarrow C$ is exponential and $G: S \longrightarrow C$ is bounded, or
(iv) $f$ and $g$ are defined by (11i) but, F is bounded and $G$ is exponential.

In particular, there exists pair $\left(f_{0}, g_{0}\right)$ of complex functions on $S$ such that ( $f_{0}, g_{0}$ ) yields solution to (3) and the differences $f-f_{0}$ and $g-g_{0}$ are bounded.

Proof. Put $F:=f+1 g$ and $G:=f-1 g$ and note thet

$$
|F(x+y)-F(x) F(y)|=\mid(f(x+y)-f(x) f(y)+g(x) g(y))
$$

$$
+1 \cdot(g(x+y)-f(x) g(y)-g(x) f(y)) \mid \leqslant h(x, y)+k(x, y)=: H(x, y)
$$ $(x, y) \in s^{2}$.

Similarly.

$$
|G(x+y)-G(x) G(y)| \leqslant H(x, y) . \quad(x, y) \in s^{2} .
$$

This means that, for any $x \in S$, the sections $C_{F}(x, \cdot)$ and $C_{G}(x, \cdot)$ of the Cauchy differences $C_{F}$ and $C_{G}$ of $F$ and $G$, respectively, are bounded (by $H(x, \cdot)=h(x, \cdot)+k(x, \cdot)$ ). An appeal to Theorem 2 leads now to the following four cases:
$\left(1^{\prime}\right)$ both $F$ and $G$ are bounded.
$\left(11^{\prime}\right)$ both $F$ and $G$ are exponential,
$\left(1 i 1^{\prime}\right)$ $F$ is exponential and $G$ ie bounded,
$\left(i v^{\prime}\right)$ $F$ is bounded and $G$ is exponential.

Since $f=\frac{1}{2}(F+G)$ and $g=\frac{1}{21}(F-G)$ the statement e ( $1^{\prime}$ ) - (iv') Imply the corresponding properties (i) - (iv) which were to be proved.

To show the last assertion one has to take $\left(f_{0}, g_{0}\right)=(0,0)$ in case (1), $\left(f_{0}, g_{0}\right)=(f, g)$ in case (ii) and

$$
\begin{aligned}
& \left(f_{0} \cdot g_{0}\right)=\left(\frac{1}{2}(f+1 g), \frac{1}{2}(g-1 f)\right), \\
& \left(f_{0} \cdot g_{0}\right)=\left(\frac{1}{2}(f-1 g), \frac{1}{2}(g+1 f)\right)
\end{aligned}
$$

In cases (iii) and (iv). respectively. Actually, only the latter two statements (those concerning cases (iii) and (iv) require motivation. So, assume (iii ) holds true. Then

$$
f_{0}:=\frac{1}{2}(f+i g)=\frac{1}{2} f \quad \text { and } g_{0}:=\frac{1}{2}(g-1 f)=\frac{1}{21} f
$$

whence

$$
f_{0}(x+y)-f_{0}(x) f_{0}(y)+g_{0}(x) g_{0}(y)=\frac{1}{2} F(x+y)-\frac{1}{4} f(x) F(y)-\frac{1}{4} f(x) F(y)=0
$$

since $F$ is exponential; moreover,

$$
g_{0}(x+y)-f_{0}(x) g_{0}(y)-g_{0}(x) f_{0}(y)=\frac{1}{2 i} F(x+y)-\frac{1}{4 i} f(x) F(y)-\frac{1}{4 i} f(x) F(y)=0
$$

Thus. the pair ( $f_{0}, g_{0}$ ) yields solution of seton (3). On the other hand, the functions

$$
f-f_{0}-f-\frac{1}{2} f-\frac{1}{2} i g-\frac{1}{2}(f-1 g)=\frac{1}{2} G
$$

and

$$
g-g_{0}=g-\frac{1}{2} g+\frac{1}{2} 1 f=\frac{1}{2} 1(f-1 g)=\frac{1}{2} 1 G
$$

are both bounded, for so is $G$.

The proof in case (iv') is similar.
Remark 5. Conversely, any pair (f.g) of mappings $f: S \rightarrow C$ and $\mathrm{g}: \mathrm{S} \rightarrow \mathrm{C}$ fulfilling any of the conditions (i) - iv) yields a solution of system ( 6 ) with some constant functions $h$ and $k$. More precisely, if $|f| \leqslant$ and $|g| \leqslant \beta$ for some constants $\alpha, \beta$, then ( 6 ) holds trus with $h:=\alpha+\alpha^{2}+\beta^{2}, k:=\beta+2 \alpha \beta$. In case (ii) inequalities (6) are satisfied with $h=k=0$. Finally, one hes (6) with

$$
h(x, y)=k(x, y)=\frac{1}{2}|G(x+y)-G(x) G(y)| . \quad(x, y) \in s^{2}
$$

and

$$
h(x, y)=k(x, y)=\frac{1}{2}|F(x, y)-F(x) F(y)| . \quad(x, y) \in s^{2}
$$

in cases (iii) and (iv), respectively.

## § 3. Stability of the trigonometric systen: the vector-valued csae

We have already seen (cf. Remark 4) that the stability problem for exponential functions is much more sophisticated in the case where the mappings considered ere vector-valued. Observe that for the trigonometric system superstability fails to hold even in the scalar case. To say something in the affirmative we shall try to reduce suitable trigonometric system to exponential type vector-valued mappings by using complexifications.

Lst ( $A,\|=\|$ ) be a normed algebra (real or complex). By a complexification $c(A)$ of the algebra $A$ we mean the product linear space $c(A):=A \times A$ endowed with addition and multiplication by scalara defined coordinatewise and with multiplication

$$
(x, y) \cdot(u, v):=(x u-y v, x v+y u),(x, y),(u, v) \in c(A)
$$

(ses Zelsako [5], for instance). One of possible norms in $c(A)$ is $\|(x, y)\|:=\|x\|+\|y\|, x, y \in A$. If the algebra $A$ has a unit 0 , then the pair $(0,0)$ serves as the unit in $c(A)$.

Let us recall that an algebre is called simple provided that it does not admit any nontrivial two-sided ideals. For instance, the algebre $M_{n}(C)$ of all complex $(n \times n)$-atatrices is simple.

Theorem 4. Let $(S,+)$ be semigroup with a noutral elenent (monoid) and let $(A,\|\cdot\|)$ be noraed algebra. Assume that functions $h, k: S \times S \rightarrow[0, \infty)$ are given such thet sll the sections $h(x, \cdot)$ and $k(x, \cdot), x \in S$, are bounded (not necessarily uniformly). Suppose that a pair (f,g) af mappings from $S$ into $A$ satisfies the estimations

$$
\left\{\begin{array}{l}
\|f(x+y)-f(x) f(y)+g(x) g(y)\| \leqslant h(x, y)  \tag{7}\\
\|g(x+y)-f(x) g(y)-g(x) f(y)\| \leqslant k(x, y)
\end{array}\right.
$$

for all $(x, y) \in S \times S$. If the subalgebra $\langle\{(f(x) . g(x)): x \in S\}\rangle$ (generated in $c(A)$ by the isage of $S$ under the diagonal map $S \ni x \rightarrow(f(x)$, $g(x)) \in c(A))$ is simple, then either both $f$ and $g$ ara bounded or the pair (f.g) yields a solution of system (3): in other words, system (7) is superstable in the class of functions considered.

Proof. Consider the disgonal $F: S \rightarrow c(A)$ given by the formula $F(x):=(f(x), g(x)), x \in S$. Then, by means of the definition of addition and multiplication in $c(A)$, the Cauchy difference $C_{F}$ of the function F assumes the form
(a) $\quad C_{F}(x, y)=F(x+y)-F(x) F(y)$

$$
=(f(x+y)-f(x) f(y)+g(x) g(y), g(x+y)-f(x) g(y)-g(x) f(y)) .
$$

$(x, y) \in S \times S$. Since
(b) $\quad\|(u, v)\|=\|u\|+\|v\|_{0}(u, v) \in c(A)$.
relation (a) jointly with (7) implies that

$$
\left\|C_{F}(x, y)\right\| \leqslant H(x, y), \quad(x, y) \in s \times s
$$

where $H:=k+k$. Therefore, the x-sections $C_{F}(x, 0)$ of the map $C_{F}$ are bounded for all $x \in S$. An appeal to Theorem 1 (see also Remark 1) shows that all the producte $a \cdot F$ remain bounded whenever $a \in \mathcal{J}\left(C_{F}(S \times s)\right)$ - the two-sided ideal generated in $\langle F(S)\rangle$ by $C_{F}(S \times S)$. Since the algebra $\langle F(S)\rangle$ is simple one has

$$
C_{F}(s \times s) \subset \mathfrak{I}\left(C_{F}(s \times s)\right)=\{0\} \quad \text { or } \quad J\left(C_{F}(s \times s)\right)=\langle F(s)\rangle
$$

Therefore, either $C_{F}=0$ (i.e. $F$ is exponential) or the functions $F(z) \cdot F$ are bounded for all $z E S$ in particular, in the latter case. $F(O) \cdot F$ is bounded ( $O$ stands here for the neutral element in $S$ ) and

$$
\begin{aligned}
\|F(s)\| & \leqslant\|F(s)-F(0) F(s)\|+\|F(0) F(s)\| \\
& \leqslant \sup _{t \in S} H(0, t)+\sup _{t \in S}\|F(0) F(t)\|
\end{aligned}
$$

for all s $\in S$, i.e. $F$ itself is bounded. Thus $F i s$ either bounded or exponential. In view of (b) and (a), respectively, this means that either both $f$ and 9 are bounded or

$$
C_{F}(x, y)=(0,0) \text { for al pairs }(x, y) \in S \times S
$$

1.e. the pair (f,g) yields solution to system (3). This completes the proof.

Remark 6. The assumption that the semigroup ( $\mathrm{s},+$ ) forms a monoid may be replaced by the requirement that the algebra $A$ has a unit e. In fact, the boundedness of $F$ is then derived from the fact that $e \in\langle F(s)\rangle$.

The next two theorems concern the special case where the algebra considered is the algebra $M_{n}(C)$ of all complex ( $n \times n$ )-natrices.

Theorem 5. Let ( $\mathrm{S},+$ ) be a senigroup and let $f, g: S \longrightarrow M_{n}(C)$ and $\varepsilon \geqslant 0$ be such that inequalities

$$
\left\{\begin{array}{l}
\|f(x+y)-f(x) f(y)+g(x) g(y)\| \leq \varepsilon  \tag{8}\\
\|g(x+y)-f(x) g(y)-g(x) f(y)\| \leq \varepsilon
\end{array}\right.
$$

are satisfied for all $x, y \in S$. Then there exist functions $F, G: S \rightarrow M_{n}(C)$ such that

$$
\begin{equation*}
(F(x+y)-F(x) F(y))^{2}=(G(x+y)-G(x) G(y))^{2}=0, \quad x, y \in S . \tag{9}
\end{equation*}
$$

and the functions $f-\frac{1}{2}(F+G), g-\frac{1}{21}(F-G)$ are bounded.
Theoren 6. Let $\left(\mathrm{s},+\mathrm{f}\right.$ ) be an Abelian group and let $\mathrm{f}, \mathrm{g}: \mathrm{s} \rightarrow \mathrm{M}_{2}(\mathrm{c})$ and $E \geqslant 0$ be such that system ( $B$ ) holds true for all $x, y \in S$. Than there exist functions $f_{0}, g_{0}: S \rightarrow M_{2}(C)$ such that the pair ( $f_{0}, g_{0}$ ) yields a solution of systen (3) and the differences $f-f_{0}, g-g_{0}$ are both bounded; in other words, systen (8) is stable in the class of functions considered.

- To prove the latter two theorens it suffices to put $\tilde{F}:=f+1 g$ and G̃:= f-ig getting

$$
\left\|C_{\tilde{F}}(x, y)\right\| \leqslant 2 \varepsilon \quad \text { and } \quad\left\|C_{G}(x, y)\right\| \leqslant 2 \varepsilon, \quad x, y \in S
$$

Now, applying Lawrence's Theorem 5 (resp. Theorem 6) from [4] we get the existence of mappings $F, G: S \rightarrow M_{n}$ (c) fulfilling ( 9 ) (resp. $F, G: S \rightarrow M_{2}(C)$ exponential) such that the differences $\tilde{F}-F$ and $\tilde{G}-G$ are both bounded. Consequently, setting $f_{0}:=\frac{1}{2}(F+G)$ and $g_{0}:=\frac{1}{2 i}(F-G)$, we infer that $\left.f-f_{0}=\frac{1}{2}[\tilde{F}-F)+(\tilde{G}-G)\right]$ and $g-g_{0}=\frac{1}{2 I}[(\tilde{F}-F)+(G-\tilde{G})]$ are bounded as well. Morsover, in case of Theorem 6, the pair ( $f_{0}, g_{0}$ ) yields also a solution of systen (3), for $F$ and $G$ are both exponential in that севе.

## § 4. Concluding remarks

Setting $A=R$ (the field of all real numebers) in Theorem 4 and bearing Remark 6 in wind we get the following

Theorem 7. Let $(S,+)$ be a semigroup and let functions $h, k: S \times S \rightarrow[0, \infty)$ be given such that all the sections $h\left(x_{,}\right)$and $k\left(x_{,}\right)$, $x \in S$, are bounded. (not necessarily uniformly). Suppose that functions fig: $S \rightarrow \mathbf{R}$ satisfy system (6). It at least one of the functions $f$ and $g$ is unbounded then the pair (fig) forms a solution to (3); in other words, system (6) is superstable in the class of real functions.

Proof. We have $c(R)=C$. Therefore, the algebra $<\{(f(x), g(x)): x \in S\}>$ is simple in a trivial way and it remains to apply Theorem 4.

Remark 7. Note that system (3) actually admits unbounded real soluteions; the pair $f(x)=e^{x} \cos x, g(x)=e^{x} \sin x, x \in R$, provides an example.

Remark B. The simplicity assumption occuring in Theorem 4 towards the algebra generated by the set $\{(f(x), g(x)): x \in S\}$ cannot be omitted. Indeed, consider the mappings $f, g: C \rightarrow M_{2}(C)$ given by the formulas

$$
f(z):=\left[\begin{array}{cc}
e^{z} \cos z, & 0 \\
0 & , \eta
\end{array}\right], \quad g(z):=\left[\begin{array}{cc}
e^{z} \sin z & 0 \\
0 & , \eta
\end{array}\right], z \in C,
$$

where $\eta$ is a given positive number. Then one has

$$
\|f(x+y)-f(x) f(y)+g(x) g(y)\|=\left\|\left[\begin{array}{ll}
0, & 0 \\
0, & \eta
\end{array}\right]\right\|=\eta, \quad x, y \in C
$$

and

$$
\|g(x+y)-f(x) g(y)-g(x) f(y)\|=\left\|\left[\begin{array}{l}
0,0 \\
0, \eta-2 \eta^{2}
\end{array}\right]\right\|=\left|\eta-2 \eta^{2}\right|, x, y \in c
$$

1.e. system (7) is fulfilled by the pair (fig) with constant functions $h=\eta$ and $k=\left|\eta-2 \eta^{2}\right|$. Nevertheless, none of the functions $f$ and $g$ is bounded and the pair (fig) fails to be a solution of (3).

This happens in spite of the fact that the algebra $M_{2}(C)$ is simple. The reason is that

$$
\langle\{(f(z), g(z)): z \in C\}\rangle=\left\{\left(\left[\begin{array}{ll}
x, & 0 \\
0, & y
\end{array}\right],\left[\begin{array}{ll}
u, & 0 \\
0, & v
\end{array}\right]\right): x, y, u, v \in C\right\}
$$

and the latter subalgebra of $c\left(M_{2}(C)\right)$ fails to be simple, for it contains the proper two-sided ideal

$$
\left\{\left(\left[\begin{array}{ll}
x, & 0 \\
0, & 0
\end{array}\right],\left[\begin{array}{ll}
u, & 0 \\
0, & 0
\end{array}\right]\right): x, u \in C\right\}
$$
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