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Summary. It Is shown that known results about the convolution of di­
stributions, tempered distributions and Gel'fand-Shilov distributions in 
K'(Mp )-epacee with the supporte which are compatible, polynoaielly com­
patible and (Mp )-compatible, respectively, remain true if the' supports 
are meant in the sense of Łojaslewicz. Moreover« theorems on convergence 
of distributions of the respective classes with the supports compatible 
in a suitable sense are proved.

1. Various conditions for the existence of the convolution of locally 
integrable functions and the convolution of Schwartz distributions defi­
ned on Rd are known in the literature. In particular, there is a condi­
tion which guarantees the existence of the convolution independently of 
the growth of the convolution factors (functions or distributions), viz. 
it is expressed in terms of the supports of the convolution factors. The 
condition is called O - c o n d i t i o n  ([4], p. 383 ) or the condition of com­

patibility of supports (sets) in R (C123 i D Ü  » P* 124)*
The following results are very well known: (a) if f and g are

distributions with the supports in compatible sets, then the convolution 
f*g exists and represents a distribution, (b) if f and g are locally
integrable functions with the supports contained in compatible sets, then 
the convolution f*g exists almost everywhere and represents a locally 
integrable function.

It was shown in [V] that the statement (a) can be reversed as follows: 
(a') if X,Y are two sets in Rd such that the convolution f*g exists in 
the distributional sense for arbitrary distributions f and g with the
supports contained in X and Y, respectively, then X and Y are com­
patible. To reverse the statement (b) a modification of the notion of 
compatibility was introduced in [9].

An analogous condition for the space of tempered distributions (poly­
nomial compatibility of supports) was introduced in [V] (see also [VJ) 
and for the space K'(Mp ) of Gel’fand-Shilov type ((Mp )-compatibility) 
in [ 1 53 (see also [l6] ). The results similar to the statements (a) and 
(a' ) were proved for tempered distributions in £s3 (see also Qô]) and [V] 
and for distributions of Gel’fand-Shilov type in [is] (see also [[lej ).
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In all the results mentioned above the support of a distribution is 
meant in the classical sense, i.e. as the smallest closed set outside 
which the distribution vanishes. In case of locally integrable functions 
the following modification of the notion'of support is natural: this is 
the smallest closed set outside which a given locally integrable function 
vanishes almost everywhere (see [l3] , p. 196 and [V]).

However, the notion of support of a distribution can be sharpened by • 
using the concept of the tojasiewicz value of a distribution at a point 
([10]). Namely, by the support of a distribution in the sense of tojasie- 
wicz we shall mean the set of all points in Rd at which the value of 
the distribution does not exist or is different from 0.

We shall show that all the results mentioned above remain true if the
supports of distributions are meant in the sense of tojasiewicz.

Moreover, we shall prove the following results on convergence of se­
quences of distributions of a given class. Suppose that (fp ) and (gn ) are 
two sequences of distributions (tempered distributions, distributions of 
Gel’fand-Shilov type) such that the supports (in the classical or toja-
siewicz sense) of fn are contained in a set A, the supports of gn are
contained in a set B for n«l,2,... and the sets A,B are compatible 
(almost compatible, (M )-compatible). if — *- fQ and gn — ^ 90 in i*1®
sense of distributions (tempered distributions, distributions of Gel’fand-
-Shilov type), then f * g — *• f *g in the respective sense,n 3n o o

2. For arbitrary sets A , 8 c R ^  we use the following notation:

A - B = {x - y: x e A, y e b};

Sx (a ,B) * { y e Rd : x - y e A ,  y e b } ;

AA = {(x,y) e R2 d : x + y 6 a }.

For given x ■ ,... , ^ ) , y = (,rJ1 ,... ) 6 R<1 snd ^. BR1 , we use
the standard notation:

* 1 y - (£i 1 V i  Id 1 7 d )s

Xx » (A.^.....);

1*1 = V l l  + ••• + ^

By intervals in we mean sets of the form I * I. x ... x I,, where1 1 d
1^ = [^ i’Pi] are c^osea intervals in R .

We shall prove the following theorem:

Proposition 1. Let X,Y C  R^. The following conditions are equivalent:
(i) for every interval I C  Ru there is an interval 0 c  Rd such that 

Sx (x ,Y) c  0 for all x e I ,
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(l') for every bounded set K c  Rd the set (K-x) n Y is bounded 
in Rd ;

(ii) for every interval I c  Rd there is an interval 0 c  Rd such 
that Sx (Y,x) C 3  for al x e I;

(ii') for every bounded set K c  Rd the set X n (K-Y) is bounded 
in Rd ;

(lii) for arbitrary sequences (xn ) C  X, (yn ) C  Y, |xn | + |yn |->oo 
implies l*n+Yn |— *̂■ °° S

(iii') for every bounded set K C  Rd the set (XxY) D K A  is bounded 
in R2d.

Remark 1. Conditions (i), (ii), (iii) were formulated and proved to be 
equivalent in [12] (see also [Y] , p. 125).

Remark 2 . Conditions (i1), (ii;), (111’) with the word "bounded" repla­
ced by the word "compact" are well known and they are sometimes called 
© - c o n d i t i o n s  (see [Y], p. 383). They are matched to supports (of di­
stributions or functions) in the classical sense which are closed sets. 
Clearly, if X and Y are closed subsets of Rd , then the two formula­
tions with the words "bounded" and "compact", respectively,of any of con­
ditions (i), (ii*), (iii*) are equivalent. This follows from the following 
facts:

1° a set in Rd is compact if and only if it is bounded and closed:
2° if A c  Rd is closed,then a a  c RZd is closed:
3° if A C  Rd is compact and B C Rd is closed, then A-B c  Rd is 

closed.

In the case of supports in the sense of toJasiewicz which are not 
closed sets, the above formulations of conditions (i *), (ii'), (ill') are 

more appropriate.
Below we shall give a complete proof of the equivalence of all con­

ditions (i) - (iii), (i' ) - (iii').

Proof of Proposition 1.

(i) = > ( i ' )  It is enough to notice that Sx (x ,y ) = (x-x) n Y.

(i' ) -— >  (iii') Let K a Rd be bounded. Then the sets M » (k-x) n  Y 

and L » K - M are bounded and

(x X Y) n  K4  C L * « ,

i.s. the set ( X xY ) n  KA  is bounded, as desired.

(iii' ) = £ >  (iii) Suppose that (iii) does not hold, i.e. tjj^re are 
sequences (x ) 6 X and (yn ) e Y a n d  a  positive m > 0  such that 
lxnl ♦ |ynl—  -  and |xn+yn | <  m for n C  N. Put K = [-m.mj . We have
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x + y 6 K  or, equivalently, (x„,y ) e ( x x y ) n  k a  for n 6 N, which
a n n  « j

means that the set (x xy ) n K is unbounded in R while K is bound­
ed in Rd. This contradicts (ill').

(iii) (i) Suppose that (i) does not hold. Then there exist an
interval I c  Rd and sequences (xn ) c  I and (yn ) c  Y such that

xn " xn - yn G X and lvn l >  n

for all n e N. Hence |xn | + |yn|-»<*> and the sequence (|*n+ynl ) i8 
bounded. Contradiction.

The proof of the following chain of implications is similar:

(ii) ==> (ii' ) => ( i i i '  ) = >  (ii).

Hence all the conditions in Theorem 1 are equivalent.

Definition l. Sets X,Y c  are said to be compatible if one of 
conditions (i) - (iii), (i') - (iii') holds (of. Ql2^, [l] , p. 124).

Proposition 2 (cf. [Y]). Let X,Y c Rd . The following conditions are 
equivalent :

(i) there exists a polynomial p of real variable such that

Sx (x,Y) c  (j- p ( | x ] ), p(|x|f] (l)

for all x 6 Rd :

(XI) there exists a polynomial p of real variable Such that

Ix | + |y | é  p( |x+y | )

for arbitrary x e X and y £ Y;

(ill) there exists a k e N and a c >  0 such that

Ix| + |y | <  c(l+ |x+y| )k

for arbitrary x 6 X end y e Y.

Proof.

(i) =#• (II) Suppose that (l) holds for some polynomial of real va­
riable and let x £ X, y £ Y. Put x - x + y. Since x - y e X and 
y £ Y, we gfct

IY I P(|x |).
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in view of (l). Hence

0

|x| + j y | <  |x+y| + |-y|+|y| |x+y| + 2p ( | x | ) <  q( |x+y| ),

where q is the plynomial defined by q(t) ■ 2p(t)+t for t e R1. The
implication is proved.

(il) (ill) It is enough to notice that for every polynomial p of
real variable there exist a k e N and a C >  0 such that

p(t) ^  C(l + l)k for t e R 1.

(ill) ==> (i) Suppose that (ill) holds for some k 6N, C > 0  and put
k / 2 kp(t) « C*2 (l+t ) . Assume that x - y 6 X and y e Y. Then we have 

[y I é  I x—y I + I y I < C ( l + | x j ) k -6 p(|x|),

which proves (l) and completes the whole proof.

Definition 2 . Sets X,Y c  Rd are said to be polynomially compatible
if one of conditions (i) - (ill) holds (cf. [5] and [V]).

Now, consider a sequence of continuous functions Mp : Rd — ► [1 ,00) sa­
tisfying the following conditions:

(a) 1 é  Mp(x) ^  Mp+j/x ) for * e R d » and P £ N S

(b) for each j»l,...,d and p e N  there is a C p ^ > l  such that

M p ^ l  * • • * *• • * * l d ^  ^  C p J M p ^ l  * • * ’ "  * * ^ d  ^ * w h e n e v e r  i ^ j l  é  l l j  !

and
•1 1(c) for each p 6 N there exists a q e N such that M M  6 L andp q

lim M (xiM’1;*) . 0;
Jy j-̂ oo P

(d) for each p e N there exist a q 0 N and a constant Cp >  O such

that Mp(x+y) é  CpMq (x)Mp(y) for x ,y e Rd ;

(e) for each p 6 N there is a q e N and a Cp >  0 such that

Mp(-x) é  CpMp(x) for x 6 Rd ;

(f) for each p 6 N there is a q € N such that M^(x) ^  FpMq^x ^
d 'for x e R :

(g) thero exist 3 p G N and a Cp >  0 such that | x | é  CpHp(x) 

for x 6

Conditions (a) - (c) were assumed already by Ge l’fand, Shilov and 
Vilenkin in [X] , [X3* Condition (d) together with the assumption that 
Mp are even (i.e. a stronger condition than (e)) is usually postulated
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when the convolution of the distributions in k '(M_) are studied (seeP
e.g. |[ll] ). Conditions (f) and (g) appear in [is].

Proposition 3 . Let X,Y C  Rd. The following conditions are equivalent

(a) for each p e N there exist a q >  N and a constant Ap >  0
such that

Mp(y) sS ApM q (x) for all y e Sx (x, Y)  and x e Rd ;

(b ) for each p 6 N there are a q e N and a constant >  0 such
that

M (x)M (y) ̂  B M (x+y) for all x e X and y e Y.p p p q

Proof. Assune that (a ) holds and fix p e N. For this p choose a 
suitable index qQ , according to (d). Now applying subsequently condi­
tions (a), (f), (a ) end again (f), we natch and index q^ to qQ , then 
an index q3 to q2 « naxCp.q^, then a q4 to q 7 and finally an 
index q to qg ■ nex(qo ,q4 ), respectively.

Take arbitrary x e X and y e Y. Clearly, y e Sx+^(X,Y). Hence, in 
view of the conditions Just nentioned, we have

M (x )M (y) <  D M  (x+y)H (-y)M (y>
p p p q0 q„ P

<  D E M (x+y)M (y)M (y)
P qo qo P

< 0  E F M (x+y )M (y)
P po p2 qo p3

^ 0  E F A M (x+y)M (x+y)
P %  P2 P3 %  p4

< D  E F A F M (x+y). 
p q0 q2 q3 q5

i.e. (b ) holds.
Now, suppose that condition (b) is valid and let p e N. According 

to (b), find a suitable q e N and a constant 8 > 0  such that the
respective inequality holds. Let y e Sx (X,Y) for an arbitrary x e Rd , 
i.e. x-y e X  and y e Y. By (a), we have

Mp (y) ^  M p(*-y)Mp(y) <  BpMq (x)-

i.e. (a ) holds.
The proof is conpleted.
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Definition 3. Sets X,Y c R^ are said to be (M )-compat ible if one of 
conditions (a ) - (b ) holds. »

Remark 3. If sets X,Y C  Rd are polynomially compatible, then they are
compatible. This results, for instance, from the inclusion (l), because
8up-fp(|x|) : x e i}<  00 for an arbitrary polynomial p and a compact set 
(interval) I c R^. The converse implication does not hold (see |V],[V]).

Remark 4 . The original definition of (Mp )-compatible sets was given by
3. Uryga in £1 3] and £1 4 ] in the form of condition (b). He also proved in
£1 3] and []l4] that (M )-compatibility implies compatibility.

Remark 5. If Np^x) “ (l+|x|) , then (M )-compatibility is equivalent 
to polynomial compatibility of sets in (see [13]).

3. We shall use the standard notation and classical properties of di­
stributions, tempered distributions and distributions of the spaces 
k' (m ) of Gel’fand-Shilov type. We refer the reader to the books [l4], 

end [3] for details.
In the whole paper, we shall consider distributions defined on Rd.
Given a distribution f e 5)', by s(f) we shall denote the support of

f in the classical sense, i.e. the smallest closed set in Rd outside
which f « 0. By s^ff), we shall denote the support of f in the sense
of toj asiewicz, i.e. the set of all x G R^ for which the tojasiewicz
value of f at x does not exist or exists and differs from 0.

The following proposition is crucial for our considerations and it is 
based on results of the paper [lcQ.

Proposition 3. For an arbitrary f 6 3)', we have 

cl(s^(f ) ) - s(f).

Proof. Evidently, if x ^ s(f), then f » 0 in some neighbourhood 
of x, so the tojasiewicz value f(x) is 0, by Théorème in [lo], part 2.3, 
i.e. s^if) C  8(f) and thus cl(st (f)) C  s(f ).

Suppose, conversely, that x ^ cl(st (f)). Then the -tojasiewicz values 
f(y) at all points y from some neighbourhood of x are equal 0. By 
Corollaire 3 in [lo] , part 5.2, f = 0 in this neighbourhood, i.e. 
x ^ s(f) anj the implication s(f) C  clis^if)) holds as well.

We shall need the following properties of compatible, polynomially 
compatible and (m )-compatible sets:

Proposition 4. If X,Y are compatible, polynomially compatible or,
(m  )-compatible sets in R and U C  X, V C  Y, then U,V are also compati­
ble, polynomially compatible, (Mp )-compatible sets, respectively.
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Proof. The proof follows directly from the definitions.
For a given non-empty set A in Rd and ot>0 let

Aot - (x e R d : d(x,A) » inf{|x-y| : y e a} <  ot|.

In addition, we may adopt « <p f°r every oc >  o.

Proposition 5 . If, X,Y are compatible, polynomielly compatible or 
(Mp)-compatible sets in Rd , then for arbitrary ct,|J > 0  the sets
end the sets cl(x), cl(Y) are compatible, polynomially compatible and
(Mp)-compatible, respectively.

Proof. In cese of the sets X<J(.Yp, the assertion is proved: in 0l],
p. 126, for compatible sets X,Y; in 05] for polynomially compatible sets
X,Y; and in ¡*15] for (M )-compatible sets X,Y. Since A ^  D  c 1(a ) for

d "arbitrary A C  R and cft>0, the second assertion is a consequence of 
Proposition 4.

From among many equivalent definitions of the convolution let us 
choose the definition of.V.S. Vladimirov (see 018], p. 62) and modify
it to the case of tempered distributions end distributions of k '(M )-

P
-spaces.

Recall that by a unit-sequence we mean a sequence of functions !D
such that

l0 { x !’?n(x) “ *d{
2° for each k e Nd there exists a >  0 such that 

/d |0k7 n (x )| dx < Ck.

Let f . g e S j  f, ge ¡ f o r  f.g 6 K'(h  ), respectively. We say that the 
convolution f*g exists in 2)f; if • or «' (Mp), respectively if the limit

11m <f(x) ®  g(y), l?n (x ,y)y(x+y£>
n  -*-oo

exists for every unit-sequence C^n ) and every *p 6 S); every <p e if » or 
every <p eK(Mp), respectively. Then the limit defines the values of the 
linear continuous functional f * g  on the respective spaces.

The following results about the convolution f * g  of dietributions 
f and g with compatible supports, tempered distributions with poly- 
nomially compatible supports (cf. [[7]) and distributions in «'(Mp) with 
(Mp )-compatible supports (c.f 016] ) were proved in 07] and 016] in the 
case of supports s(f), s(g). By Propositions 3 and 5, it follows imme­
diately that these results ere true also in the case of supports s^(f), 
st (g).
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Tfieorea 1. Let f ,g e 2)' and suppoee that a^(f), a^(g) are con-
patible seta in Rd. Then f *• g exists in 2)'.

Conversely, let X.Y be sets in Rd such that f »g exists in 2)' 
for arbitrary f.g e 2)' euch that st (f) C X  and st(g) c Y. Then X.Y 
are conpstlble.

Theoren 2 . Let f ,g e (f' and suppose that s^(f), s^(g) are polyno-
nially conpstlble sets in Rd. Then f * g exists in f' .

Conversely, let X . Y C  Rd and f * g  exists in y' for all f.ge if'
such that st (f) c X. st (f) C Y. Then X.Y are polynoaislly conpetible.

Theoren 3. Let f.g G K'(Mp ) and suppoee that st(f), st (g) are 
(Mp)-conpstible sets in Rd. Then f *  g exists in *'(Mp ).

Conversely, let X , Y C R d and f * g  exlats in K'(Mp) for ell f.geK'(Mp) 
such that at (f) C  X, et (g) c  Y. Then X.Y are (Mp )-coapatible.

4. In [l] (p. 158), the follonlng result on continuity of the con­
volution of distributions restricted by the condition of conpatlbility 
was proved in the gase of supports in the classical isnse.

By Proposition 3 snd 5, we obtain a sinilsr result for supports in the 
sense of Lojaelewicz: .

Theoren 4 . Suppose that fn — *■’ f0 in 2)', gn — >  g0 in 2)' snd 
at (fn ) C X ,  st (gn ) C  Y for n e N, where X and Y are conpatlble

sets in Rd. Then fn * gn — *■ fQ * gQ in 2)'.
Analogous results hold also for tenpered distributions and distri­

butions in K*(M ). For the proof we need a characterization of the 
convergence in K f(Mp ).

Under conditions (a), (m ), (n ), (p ) (equivalent to our conditions 
(a) - (c)), I.M. Gel’ fand and G.E. Shilov gave in (Y] a description of 
distributions of the class K'(Mp ) which can be forsulated as follows:

Proposition 6 (see [2], p. 113). f 6 k'(Mp ) if and only if there 
exist an index p G N and bounded sessurable functions on R
(where i is a aulti-index with ji| i  p) such that

f . D ^ M p F ^  (2)

|i|i p

in the distributional sense.
under the same conditions, L. Kitchens and C. Swartz gave in £il] the

following characterization of the convergence in K ;(Mp ): ~~

Proposition 7 (see [ll] ). fn — 5- 0 in K'(Mp ) if and only if there
exist a p G N and functions Fn^ £ L^ on Rd (where n £ N and i
is a multi-index with |1| ^  p) such that

f • V -1 0 i(M F ) for n G N n Z  1 p ni
|i|<P

(3)
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in the distributional sense, and

2
Fn i — *■ 0 in L as n — . (4 )

The above characterizations can be simplified if the additional condi­
tion (n') is assumed (see |[8]). Then the sums in (2 ) and (3 ) can be re­
duced to a single derivatives, the F ’s in (2) and (3 ) can be assumed to 
be continuous functions of the class L* with an arbitrary c(, 1 ¡S at <  
and the convergence in (4 ) can be assumed in any L?*,

It was shown by 0. Uryga in £l7] that condition (N') cannot be omitted 
to obtain a single derivative representation instead of (2 ) and (3 ). We 
shall show, however, that the following more convenient forms of Propo­
sitions 6 and 7 can be obtained even without condition ( N f).

Proposition 6 1. f € K ((Mp ) if and only if there exist a p e N and 
continuous (or, equivalently, measurable) functions F^ 6 L1* for every 
(or, equivalently, some) ec with 1 s 00 such thai (2 ) holds.

Proposition 7 '. The following conditions are equivalent:

(i) >-0 in K'(Mp );

(ii) there exist a p e N and continuous (or, equivalently, measurable)
functions Fni e L** for n e N such that (3)  holds end Fn i — ►  0
in L 1* as n — 00 for every (or, equivalently some) oc with
1 4  i i  00 ,

(ill) there exist a p £ N and continuous (or, equivalently, measurable)
functions F . £ L°° for n e N such that (3 ) holds and F .  — »■ 0H n x
pointwise (almost everywhere) in R and Fnl are commonly bounded
(almost everywhere) in Rd.

Proof of Proposition 6'. It suffices to show that if F e C* for some 
1 ct i  then for each p £ N there exists an r £ N  such thst the
function

x
Gr (x) » M ^ ( x )  J  M0 (t)F(t)dt (x 6 Rd )

0

belongs to all the classes lP for 1 ^  ft 0°.
-1 1For a given p e N select a q e N such that M M 6 L and then

- 1 1  Q P , .
select an r 6 N such that Mr 6 L , according to condition (c).
In view of (b), we have
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where B ■ B * ...-B (b„ are constant from condition (b)) and
P Pj Pd Pj

Act - ¡M'lMpiL-

with at' such that 1/^ ♦ 1/&'• 1. Note that A o{< 0 ° f°r an arbitrary oc,
1 ^  oC^°°, because A, ■ II <■»° and1 n q p "oo

<A / ' *  <11 m;1mpIU><* " 11m;1mpIIi<  00 •

in view of continuity of M_1M_ and condition (c).
' q P

Now, we have

IMl ■ l(MrlMq)Gql̂  K̂ qHl * lGqL<0°' (6)
< K l l f /  ^  <fl”rlMq 1— ^ " X1 MrlMq 11  * (lGq l / < 0 ° (?)

for 1 <■ (b , and

K L ^ K ^ q L - K L * 00- (8)

Consequently, Gr e for all |b such that 1 4  f i  «> .

Proof of Proposition 7 1. The equivalence of conditions (l) - (il)
follows from inequalities (5 ) - (8). It remains to show that if Fn e Lw 
Fn — ► 0 almost everywhere in R 
everywhere, then, given p e N,

d nFn — ► 0 almost everywhere in R and Fn are commonly bounded almost

G r(x) - (x) f M (t)F (t )dt 0 on Rd (9)n r J p n

as n — >■ 00 for suitably chosen r 6 N.
-1 1Notice that if q e N is selected to satisfy the relation M M 6 1  ,
q dp

then G„(x) — ► 0 as n - >  «> uniformly on every compact set in R , by
virtue of condition (b) and the Lebesgue dominated convergence theorem.
Now, select an r 6 N such that M‘"1(x)M (x ) — *■ 0 as |xl—> <*> . It isr q 1 1
easy to see that (9) holds for r chosen in that way.

The proof is therefore completed .

As a simple consequence of Propositions 6 1 and 7 1, we get the fol­
lowing characterization of the convergence fn — »- f in K r(Mp ) for an
arbitrary f e k '(m  ).
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Corollary 1. The following conditions are equivalent:

(l) fn — ►  f in K r ( Mp ) j

(il) there exist a p e N and continuous (equivalently, neesurable)
functions Fnl e l* for n 6 Nq and |l| p auch that (3) holds 
for n e Nq and Fnl— >- F n o In L a s  n — *■ oo for every (equl- 
vslently, aoee) cC with l é s  ^°°s

) there exiet a p C N and continuous (equivslently, Measurable) 
functions Fni 6 L°° for n e Nq and |i|sip auch that (3) holds 
for n 6 Nq , Fnl— *- Fno polntwiae (alaost everywhere) and Fni
are coaaonly bounded (alaost everywhere) in Rd.

The next corollary results directly froa the above etateaent.

Corollary 2 . If f„ — ►  f in K'(Mp ) and gfl — *- g in K'(Mp ), then

otOkfn ♦ (50"gn — ►  <*Dkf ♦ jbo'g

for erbitrary c*,|j e R 1 and k.a e Nd.

The characterization of the convergence in K '(Mp ) foraulated above 
will be useful in the proof of the following analogue of Theorea 4, true 
both in the case of supports in the classical and Lojasiewicz sense.

Theorea S . Suppose that ffl— ►  f0 in lc'(Mp ), gn — ►  gQ in K f(Mp )
and e (fn ) C X , o(gp ) c  Y. [et (fn ) C  X , et (gn ) c  y] for n e N, where X and

Y are (m  )-coapatible seta in Rd. Then f_*8..— *“ fï9 in k '(m  ).P n n o o  p
Proof. By Propoaitione 3 end 5, it suffices to prove our assertion for

supporta in the sense of Lojaeiewlcz.

Let cü we e saooth function on Rd vanishing for | x | >  <J> > 0  such
that

J W(t)dt - 1.
Rd

Put

$  . X x * u> and Y  - X Y*a>,

where % x and % Y are cheraeterietic functions of the sets X and Y. 
respectively.

It is assy to see that and are bounded functions for
<*, ji 6 Nd. Moreover

$(x) ■ 1 for

and

Tf(x) - 1 for

x e y  $ ( x )  - 0 for x ^ 

x e y f ( x )  ■ 0 for x ^ y 3^.

(10)

(11)
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By the assuaptions, It follows that there exist p,q e N and con­
tinuous functions Fnk e L00, Gnl e L°° for |k| ^  p, |l| <  q and n e NQ
such that

fn ‘ ‘ ok[M„F„ J  9n - .2_i ^[m G„i]
n | k | ^ p  L P nW i i f S ' q  L P

for n e N . j  o

Fnfc— >• Fq , Gnl— *- GQ pointwise as n -*-<» (1 3 )

for |k|*; p, )1| ^  q; and

Fnk* Gnl are OOBSBonly bounded. (14)

Applying the Leibniz foraula, we have

fn - fn $  - 2 L  X j  (-l)i(i)Dk'i[MnF (D1^)] (15)
n n |kT« P OsSlik 1 L P nk ^-1

and

9 „ - Sn<P- S  S  (-1),<})°1*)[ V o 1 (d)* 3
n " | l |« q( K] «l i

(16)

for n 6 N 0 , where the syabols 0 *S i *£ k, (-l)1 , (k ) have the d-diaen- 
sional interpretation (see e.g.[ij, pp. 261-267).

Put

F nki " MpFnk(Di^ '  Gnlj ’ M qGnl(°JY>

for k,l,i,J 6 Nd with | k | <  p , |i| «S p. |1| si q, |j | <  q and n e No .
By virtue of (10 ) and (ll), the functions Fp^j »nd for n e N

have supports contained in t h e  sets X and Y,„. which are (m )-c o b -30 30 P
patlble, owing to Proposition 5.

Note that for arbitrary k,l,l,j there exist constants Ckll  ̂ > 0
such that

lFnki(x-t)Gnl3 (t)l <  CkildMp (x-t)Mq (t)V  (X_t)^  (t> (l?>
1 3?

for all x,t e Rd , according to boundedness of the functions O1̂ , Y

and coaabn boundedness of Fnk and Gnl* ■
On the other hand, there exist an r 6 If and a constant C__ >  0

PR
such that



120 A. Kamiński

I M (x-t )M (t)X. (x-t)X, (t)dt « f M (x-t )M (t)dt

*d q 3? 3? sX(v v  q

^  Cpq Mr (x)ld(sX(X3? 'Y3? ))' (l8)

in view of conditions (d), (e), (f), (a) ((Mp )-compatibility of the sets 
and Y 3o^ and again (f), where I** is the Lebesgue measure in R^.

Notice that, by virtue of (g) and (a ), there are indices r1#r2 e N
and constants G , A 0 such that

1 P1

, |y I =£ G M (y) =£ A M (x)
1 1 rl 2

x d
for y e S  (X3o ,Y3o ^* x 6 R • Hence, by (18) and condition (f), we see
that the integral over Rd of the right hand side of (17) is bounded by
A Mg (x) for some s e N and A >  0.

By the Lebesque dominated convergence theorem, we get

(Fn k l *  GnlJ)(x)- ^ (Fo k i # GolJ)(x) 

for each x e R^. Moreover

Fnk i* Gnlj * V ^ n k i *  GnlJ }

for n e N and the functions o

M;1(Fnki * ®nlj> ( n e N )  

are commonly bounded. In view of Corollary 1 (condition (iii))

Fnki* ^ n l j ^ ^ o k i *  GolJ in K '(Mp ) (19)

as n— ► oo for all k,i,l,J such that 0 <  i <  k , 0 4  j 6 1 ,  |k| <  p,
|1[ ¡S q. By the known properties of the convolution and by Corollary 2, 
we conclude from (15), (16) and (19) that

f * g — f * g in k '(M ) n n o o p

as n — *■ oo , which was to be proved.
Since Jf' is a Kf (Mp )-space, generated by the sequence Mp (x) *( 1+ |xf)*3 

which satisfies all our conditions (a) - (g), and (Mp )-compatibility is
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equivalent to polynomial compatibility in this case, we obtain the fol­
lowing corollary from Theorem 5.

Theorem 6. Suppose that f — *- f in f' , g — »- g in ¥' andn o n o
s(fn ) C  X. s(gn ) c Y [et (fn ) C X, st (gn ) c y ] for n e N, where X and Y
are polynomially compatible sets in Rd. Then f * g — *■ f * g in .n n o o
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