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ON A CERTAIN FUNCTIONAL EQUATION

Summary. The subject of the paper is the construction of the solution of the
equation (1). In the fundamental theorem the general solution is given.

O PEWNYM ROWNANIU FUNKCYJINYM

Streszczenie. W pracy podaje sie wszystkie rozwigzania wektorowego réwna-
nia funkcyjnego (1) o niewiadomej funkcji wektorowej g(x) przy zadanej funkcji
macierzowej F(x) i ciggtosci g(x). W twierdzeniu podstawowym podane jest ogélne
rozwiazanie.

UBER FUNKTIONALGLEICHUNGEN

Zusammenfassung. In die Arbait die functionalgleichung (1) is geldst. In die
Fundamentasatz die allgemeine form der L&sung is gegeben.

1. Introduction

In the present paper we shall give all solutions of the matrix — functional equation

g(xy) = F(x)g(x) + g(x) (u

F being given matrix. The matrices F and unknown g are n x n and n x | natriees of
real variables x, y respectively. We suppose that F, [2] is mesurable and g is continuous
forx GR\ {0}

The general solution of the equation

F(xy) = FOOF(Y) 2)
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assuming mesarability of F was given by M. Kuczma and A. Zajtz [2], To solve the
equation (2) we shall introduce the folowing matrices

*rP TN 11 EM°In2H (Pijiw M x1)""

1 [x|°In|x]| inJ7x|“(In|x])p- 2
M (3)
A A(6in|x]) 4-A(6m]x|)2 (TTi)IA(B: |X])s 1
A A(6in|x|) jN 5),A(6in|x[)*-2
N = (4)

A being the matrix of the form

x|“cos(61n |x[), [x|“sin(61n |x])
x|“sin(&In |x]), [x]*cos(61n |x])

p, s are the dimension of the matrices M, N respectively, a, 6 are real parameters. The
function F being the solutionn of the equation (2) is of form

B.(x)

F(x) = C- 5 30, C = C-xF{x)C, (5)

where C is non-singular constant matrix and F is generalised diagonal matrix. Every
Bi(x) is of form M, N or (signx)M, or (signx).ZV’, [2].

2. Some lemmas concerning the equation (1)

By [1] we recall the following.

Lemma 1. Ifthe F = CFC~I is the solution of the equation (2), then the solution g

of the equation (1) is ofform g - Cg. Consequently if C is unite matrix E then Bj = M
orB{ =N, wherei=1,2,...,pori=12,...,s.

Definition 1. By (F) we denote such matrices F(x) which can by transformed to the
diagonal form with at last two matrices B{.
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Lemma 2. If F € {F), then the function g being the solution of (1), isform
gM(x)
9(x) =
g™ (x)
The dimension of the matrix g-Pj\x) is equal to dimension of Bj(x). The functional

gipil(x) satisfy equation (1) for which F(x) is repleced by Bj(x).

Proof. It sufficies to proof that if of

Bv,(x) 0
F(x) =
0 Bn (x)
and
IOIES)
- g(nHx)
then o
s(pi)xv) = B0 op)y) , YPDX)
gM {xy) 0 BRI g{n){y) gin)(x)

BA-gM {y) _ gM (x)
Bn mgM (y) g(n)(x)
Consequently
gip,)(xy) = Bp,(x)g(p.)(y) + g(p.)(x) and
gM (xy) = Bn (x)gin](y) + g{n){x)

By induction we can prove the assertation for arbitrary positive integer p.
Definition 2. By (G) we denote the set of all solution g of the equation (1).

Let Rdenote the set of real numbers.

Lemma 3. Ifgi(x), i = 1,2, belong to (G) and A € R, i = 1,2, then (Aigi + R<L) G
(G).
Proof. Let
h(x) &= A ~x) + AAl2(x)
We fave

h(xy) = \igi(xy) +\292(x y)
= >N[Fgl(y) +5i(x)] + X2[F(x)g2{y) + g2(x)]
= A (x)[7i0i(y) + Ay2(t)] + (ATNi(z) + A2£2(x)]
= FX)h(y) + h(x).
In the sequel we shall apply Lemma 3, to the construction of the solution of the equation

().
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3. By we shall consider two cases | and 11

l. The matrix 6;is of type (3), and a” 0 or F, isof type 4 and b= 0. If b= 0, then |
is of type (3). For | we obtain the general solution of (10) applying Lemma 4 paper [1],

Lemma 4. If there exists x0 € R, such that the matrix F(x0) —E is non-singular,
then the general solution of the equation (I) is of the form

9(x) = [F(x) - E1V,
V being an arbitrary constant vector.

Proof. By assumption F(x0) —E is non-singular matrix. By the equation (1) we
obtain
if(xox) = F{x0)g(x) + g(x0)
and
g(xx0) = F(x)g(x0) + g(x)
and consequently
F(x0)g(x) + g(x0) = F{x)g(x0) + g(x)
[F(x0) - E\g(x) = [F(x) - E\g(x0)
and
9(x) = (f(x0) - E ) - x(F {x)-E)g(X0).
We shall verify that matrices F(x0) - E and F(x) - F, where F(xy) = F(x)F(y), are
commutative indeed. We have
[F(x0) —F][F(x) —E] = F(x0)F(x) —E F(x) —F(x0)F + F2=
F(x0x) - F F(x) —F(x0)F (-F2

and

[F(x) —F][F (x0) —F] F(X)F(x0) —F F(x0) - F(X)F + F2=

F(xx0) - F F(x0)- F(x)F + F2

Consequently it follows that the matrices [F(x0)- F]_1 and [F(x0)- F] are commutative
and that

9(x)
9(x)
where V = [F(x0) —F]- 1if(x0). The method of the proof is similar to the method in the
paper (1).
Let x jb 1, xo be arbitrary real number.
This matrix F(x0) - F for F of the form (3) by a £ 0 or (4) by b = 0 the case (1) is
non-singular matrix.

[F(x) - FI[F(x0)- E]~Ig(x0),
[F(x) - E]V,
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Lemma 5. By assumptions of Lemma 4 the general solution the equation (1) is the
form
9(x) = [F(x) - E]V, x +}\,

where V is an arbitrary constant vector.

Il.  If B{ is of form (4) and a = 0, then

1 fln|x| IN2|x| eee (~Yjr(In |aj)p—2
1 In|x| e« ~(Inlxir2

M = (6)
1

In this case for the construction of the solution of (1), we shall apply the evident.

Lemma 6. For every arbitrary constant vector V, the vector function, of the form

[F(X)-E1V
is the solution of the equation (1).
Putting v = €2, v = es, ..., v —en we obtain the following (n —1) solution
[F(X)-Ele2...[F(X)-Elen ©)

The vector functions (7) are columns of the matrix F(X) —E and evidently are linear
independent for x — 1.
Let

gk =y [F{X)-E] ek+i,k = 1,... ,n —1,

By (6), (7) ew have

In 1 5iIn2 x|
xx 00 gew ~
A In x| @1riji(in M )n
si = S2 = 0 jeeejon—1— (8)
In |x|
0 0

0
let

. def

gn(x) =

Inl

By direct calculus we can verify that g,,(x) for x = 1 is the solution of the equation (1)
and the system

gi(x),...,gn-\(x),gn(x) (9)

is lineary independent for x = 1.
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Remark 1. Since 3(1) = </(L.I) = ,F(Dy(l) + y(l) + 5X1) thus for arbitrary solution
5(1) = 0.

Remark 2. In sequel we shall suppose that p = n.

Consequently arbitrary solution of the equation (1) is linear combination of the functions
9) i.e.

n

g{¥) = A()yi(x).x 1 (10)

t=0
and a priori the coefficients A- can be the functions of x. Substituting (6) and (10) to (1)
and putting a(x) = In|x|, we obtain

Aj(xy)a(xy) + A(xy)La2(xy) + ... + An(xy)+an(xy)
A2(xy)a(xy) + A(xy)Aja3(xy) + ... + Xn(xy)j"Tr.an- 1(xy)

(xy)a(xy)
1 a(l) (i"Tjian ‘(1) AI()o(X) + ... + A, (x)"an(x)
1 A(x)a(x) + ... + An(x) (™ Iyian- 1(x)
An(x)a(x)

Mvh(y) + ==+ An(y)"an(y)
My)a(y) + eoo+ K(y)jzziyOln-'(y)

+
K{y)a(y)
After the convenient transformations, by the formula a(xy) = a(x) + a(y) we obtain the
following system of scalar for A,(x), i = 1,2,...,n.

[Ai(xy) - Ai(x)] a(x) + (Axy) - Aa(y)] a(y)+

+ E m ["k(xy) - At(x)] ak(xy) + SE (M=) “ MI/)] ak{xy) =0
=2

*=2 K-
[A2(xy) - A2(x)1q(x) + (A2(xy) - A2(y)]a(y)+
n—1 ~ n— A
+ Y1 )A[-Wi(zy) - Ai(x)] ak(xy) +kizzk;i ir+i(z)~ ()] «*(v) = 0

(11)
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[An_j(xy) - An-"x)Ja(x) + [An_a(xy) - An_j(y)]a(y)+
+(nz-1i - A(]an~l(xy) + ~A) - AWlaly) =0

[An(xy) - An(x)]a(x) + [An(xy) - A.(y)]a(y) = 0.

Putting in theequation (11) A,(xy) = A(xy), we obtain

(Axy) - AX)Jo(x) + [Axy) - AWlaly) =0 (12)
or equivalent equation

Axy) [AK) + a(y)] = Ac)a (x) + Ay)a(y). (13)

Lemma 7.1f A(x) satisfies (12) or (13) and there exists limA(x) ifx —» 0 or x —* 00,
then A(x) is constant for x = 0,1.

Proof. Let x, y be arbitrary number different from 0 and 1. Let us suppose that
lim AE) = <
At first we shall verity that

Axp) = AxX) = A *, p is positive integer.
Let xy = 1,y = X yi 0; then

a(y) =a Q) = -a(x).

By (13), we obtain
A(x)a(x) —A ~"a(x) =0

Since a(x) = 0 for x A 1 thus

AM = a(1). (14)
By induction with respect to p we shall verify that
A(xp) = A(X).
Putting y = x in (13) we obtain
AJ) [a(x) + a(x)] = A(x)a(x) + A(x)a(x),

A(x2)2a(x) = 2A(x)a(x), M *) = -ML)-

If A(xp_1) = A(x), then A(xp) = A(X).
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Ify = xp’,in(13) then we get

A(xplla(x) + a(xp_1)] = A(x)a(x)+ A(xp-1)a(xp-1), (15)
Consequently

A(xp) ja(x) + a(xp_1)j = A(x) ja(x) + a(xp-1)]
and
a(x) +a(xpl)=p a(x) / o.
Thus
Axp) = A(X). (16)

Finally, by (14), (16), we obtain

A(xp) =AKX) = A(~) - an

Let |x| <1,|y|] < 1. By (17)we get

A(x) = A(xn), Aly) =\(yn) (18)

for ever positive integer n.
If n -* oo,then xn -» 0, yn* 0 for ever x,y g (-1,1). Since limA((,") = < o is finite

numberand by(13) we obtain

A(x) = Iri1rD»00A(xn) = a
A(H = Iri]rD»OOA(yn) = o
AX) = AY).

Consequently A(x) = constant.
If x| > 1or |j/| > 1 we replace (18) by

AN =A() T Al =A(e) =
If n -+ 00, then A(x) = A(y).
Similarly we obtain the same result if there exists lim A(£).
In the Lemma 7 the assumptio limoA(C) = o< 00 orclim A(0 = o™ can be replaced
by the condition A(x) g C(R\ {0}). Indeed. The following lemma holds

Lemma 8. If g(x) defined by formula (10) is continuous vector function for x g
R\ {0}, then in formula (10) sre the functions A;(x) g C(R\ {0}).
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Proof. Let
s'(-r)
o{x) =
)

By (I1S), (12) the equality (10) take the form

mJl In2|x|
In |x|
~(x) 0 In |x| ‘a(IlnliDn’
= AX(X) + A2(x) 0 + .+ ALKX)
In|x
gn{x) 0 X
0
Consequently we obtain
g\x) = A(x)In|x| + ’2‘1A2(x)ln2|x| + o+ AL x)r
g2(x) = AX)In|x| + ...+ " _1)1An(x)(ln|x|)"-\
gn I(x) = A,_i(xX) In|x] + —A,(X) In2|x], 19)
gn{x) = A,(X) In]x|. (20)
By continuity of €*(x),i =1,...,ra, and by (20) that An(x) isalsocontinious for x = 0.
By (20) and(19) followsthat An_i(x) is continious forx = 0.Similarly we canverify that
the functions An_2(x),..., Ai(x) are continious for x = 0.

Lemma 9. If the function A(x) satisfying (12) is continious forx = Oand x — 1,
then A(x) = constant.

Proof. Let us suppose that x > 0 and p is arbitrary positive integer fory =x?. There
exist y > 0 such that x = yp and by (17) for y = xp we have

AYP) = -%)  or A(x)= A (xf) .
Consequently for ever x > 0 and ever p being positive integer we obtain
AX) = A(x?) . (21)
Let p, g denote arbitrary positive integers. By (17), (21) we get
Ax) = A(xi) = A(x?) . (22)

By yhe identity
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and by (22) for rational 2 < 0 holds. Consequantly if r ia an arbitrary rational number,
and x > 0, then
A(X) = A(xr) (23)

For x < 0, we have
AKX) = AX2) = A[(—x)2] mA(—x).

Consequantlythe function A iseven function and (23) for x < 0 holdsalso if xr is defined.
Let x, ybearbitrary realnumbers x, y N 1. Since Aisevenfunction itsufficies consider
the case if x > 0,y > 0.
Then, we have

y = xI*y (24)

Let
def
V = logry
and let rn denotes an arbitrary sequence of rational numbers for which
lim rn=y. (25)
By (23) we obtain
Aly) = A(xr"). (26)

By (25) we have
nI|_r*r(}0xr —XH—y.

By continuity of the function A(x) and by (26), we obtain
AG) = fim, AGr') = A( lim xr7) = A)

Consequently we get the assertion of Lemma 8.

4. The properties of the system (11)

In the sequel we shall suppose that the functions A,, i = 1,..., n, are continuous for
x = 0 or that there exist Icm A,(C) or (!lrono A(C),i=1,...,n. The function An(x) satisfies
the equation (12) being the last equation of the system (11). By Lemmas 7, 8 follows that
A, (x) = constant and consequently

An(xy) - A,(x) =0,  Ai(xy) = An(y) = 0 @7
By (27) applied to last equation of the system (11), we obtain

An_1(xy) - ALGoTa ) + [ALL(xY) - A,_1(VIQLY) = O.
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Consequently An_i(a;) satisfies the equation (12). Similarly as for A,,_1 we can conclute
that A,_i = constant. Since An and A,_j are constant, thus by the equation (12) we have
A,_2 = constant. Finally we obtain Al 1,..., Al are constants.

Remark 3. By the Lemma 3 the general solution of (1) is a linear combination with
constants coefficiens of the particular solutions (9).

5. Fundamental theorem

By foregoing lemmas we obtain the following result.

Theorem. If F(x) is mesurable for x 6 R, and. the unknown vector function g(x) is
continuous, then the general solution of (1) in wich F a quasi-diagonal form, is the vector
function g(x) ofform

9'i*)
9{x) =
_5(m)(z)
where g"Pr\x ) is vector function for which pj being the number of the coordinates equal the
dimensional of the block. Moreover the matrices Bj(x) satisfy the equation (1) in which
F(x) is replaced by Bj(x). The solution g is of form depending of Bj(x) and

lo <rPn*(x) = [5j(a;) —E] V, ifa” 0 orbj; 0, V being arbitrary constant vector or

A
2° g(pn)(x) = V) \¢gi(x), ifa= b= 0 and A- are arbitrary real numbers, where

In \x\

0
9\ = )em10vj —

0 In|x|

Remark 4. The application of the equation (1) to the theory of geometric objects will
be given in the other paper.
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Streszczenie

Tematem pracy jest konstrukcja rozwigzania réwnania wektorowego g(xy) = F(x)g(y)
+g(x), gdzie g jest nieznang funkcjg wektorowg, a F jest opisana w pracy [2]. Macierz
F jest nieosobliwa. Zaktada sie, ze funkcja g jest ciggta. Metode konstrukcji podano
w pracy [1].



