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Summary. High-quality machine translation between human languages has for a 
long time been an unattainable dream for many computer scientists involved in this 
fascinating and interdisciplinary field of the application o f computers. The developed 
quite recently example-based machine translation technique seems to be a serious 
alternative to the existing automatic translation techniques. In the paper the usage of 
the example based machine translation technique for the development o f  system, 
which would be able to translate an unrestricted Italian text into Polish is proposed. 
The new approach to the example-based machine translation technique that takes into 
account the peculiarity o f the Polish grammar is developed. The obtained primary 
results o f  the development o f proposed system seem to be very promising and appear 
to be a step made in the right direction towards a fully-automatic high quality Italian- 
into-Polish machine translation system for unrestricted text.

PROPOZYCJA ZASTOSOWANIA TECHNIKI TRANSLACJI 
AUTOMATYCZNEJ OPARTEJ NA PRZYKŁADACH DLA SYSTEMU 
TŁUMACZĄCEGO Z JĘZYKA WŁOSKIEGO NA POLSKI

Streszczenie. Translacja automatyczna jest dziedziną nauki dostarczającą wiedzy 
o tym, jak programować komputery, aby były w stanie dokonywać automatycznych 
przekładów pomiędzy językami naturalnymi. Pomimo prawie pół wieku badań nad 
translacją automatyczną zadanie to jest jeszcze dalekie od swego ostatecznego 
rozwiązania. Opracowana całkiem niedawno technika translacji automatycznej oparta 
na przykładach wydaje się być poważną alternatywą dla innych, znanych już 
uprzednio metod. W artykule zaproponowano zmodyfikowaną wersję translacji 
automatycznej opartej na przykładach, przeznaczoną specjalnie dla języka polskiego. 
W artykule opisano zastosowanie zaproponowanej metody w eksperymentalnym 
systemie tłumaczącym z języka włoskiego na polski.
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1. Introduction

Machine translation is a science that delivers the knowledge how to program the 
computers, so as they were able to translate between human languages, for example, between 

Danish and Bulgarian. It may be amazing, but the field o f machine translation is almost as old 
as the invention o f computer itself [4], In 1949 an American scientist Warren Weaver sent the 

memorandum to The Rockefeller Foundation (American institution supporting the scientific 

research), in which he demanded starting the research on the automation o f translation 
between natural languages [2], Warren Weaver was inspired by ciyptographic techniques, 

which were developed very strongly during the years of The Second World War, and he 

thought that there existed some fundamental similarities between these cryptographic 
techniques and the process of translation between human languages [5],

This author doesn’t know if  Warren Weaver had a good command o f any foreign 

language, but it seems to be clear that the level o f Warren Weaver’s general linguistic 

knowledge was rather low. Indeed, it soon appeared that the problem o f machine translation 
is far more complicated and far more harder than Warren Weaver had ever imagined.

2. The history of machine translation

The first research group dedicated especially to machine translation was established in the 
United States in 1951. The first public demo o f an operating machine translation system was 
given also in the USA in 1954. During this demo the system translated 49 pre-selected 

sentences from Russian into English. The system was using a vocabulary o f 250 words and 

only six simple grammatical rules. The possibilities o f early machine translation systems were 
very far from this, what had been expected, and many scientists connected with the field 

started to be disappointed. In 1966 the ALP AC (Automatic Language processing Advisory 

Committee) published its famous report, concluding that machine translation was slower, less 
precise, and more expensive than human translation. As a result, funding o f this type of 
projects was cut [16]. The renaissance came in the late 1970s. The United States Air Force 

funded work on the METAL system at the University o f Texas in Austin, and the results of 

the work o f TAUM group led finally to the installation of the METEO system, which was a 

great commercial success. It is worth to notice that the METEO machine translation system is 

still in use, and it translates every day from English into French more than 50,000 words of 

weather forecast bulletins.
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Now, a still growing interest o f machine translation systems can be observed in many 
countries, especially in Japan, the United States, the European Union, and India [20], but after 

so many years o f an intensive scientific research high-quality machine translation between 

human languages for unrestricted text is still a long-term scientific dream o f enormous 

political, social, and scientific importance [14]. Machine translation was also one o f the 
earliest applications suggested for the computers, but turning this scientific dream into reality 

has turned out to be much harder, and much more interesting than it had first appeared [2], 
So, in the next point we will try to give the answer why the automation o f translation between 
natural languages is so difficult?

3. Why the automation of translation is a hard task?

To answer the question about the origin o f difficulties with automation of translation 

between human languages, let us consider the differences which we can discover when we 
compare some o f the human languages. First o f all, when we study grammatical systems o f 

any natural languages that are not closely related with each other, we easily can see that there 

exist much more differences than similarities between them [6]. For example let us compare 

the systems o f personal pronouns o f  Arabic and Hungarian languages [17],

Personal pronouns system of Hungarian:

Singular Plural

1. én
2. te
3. 5

1. mi
2. ti
3. ok

Personal pronouns system of Arabic:

Singular Double Plural

2. (m.) anta 
2. (f.) anti

1. ana 1. nahnu
2. antuma 2. (m.) antum

2. (f.) antunna
3. (m.) hum 
3. (f.) hunna

1. nahnu

3. (m.) huua 
3. (f.) hija

3. huma

It’s clear that personal pronouns system o f Arabic is much more complicated than this 

one o f  Hungarian. It is caused by the fact that Hungarian language doesn’t know such
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invention as grammatical gender o f the words. Also grammatical number in Hungarian can be 
only singular or plural, whereas in Arabic it can be singular, plural, or double [17].

So, one can easily see that translating Hungarian personal pronouns into their Arabic 

equivalents is a hard task. For example, if  we want to translate Hungarian pronoun ok (in 
English they) into Arabic we must additionally know how many persons are involved with 

this pronoun ok. If exactly two persons are considered we will use the Arabic word hutna. 

But, if  there are more than two persons we must additionally know, whether they are men or 
women. If they are men we will use the Arabic word hum, in other case hunna.

Where do we know from how many persons are involved, and whether they are men or 
women, while Hungarian word ok  states nothing about it? The answer is that we know this 

from the context o f the utterance. A human translator can in most cases very easily extract 
such context information, but the full automation o f this process is still a pure science-fiction.

A quite big differences between human languages can also be noticed when we study 
their vocabularies. In fact, the vocabulary o f each language is an independent and very 

compound system. If we want to translate, for example, from Chinese into Croatian it’s a hard 

work to find in Croatian the equivalents of Chinese words that preserve their original 

meanings. While doing that a human translator have to cope with a enormous number of 
lexical holes, it is, words that don’t have their equivalents in other language, and as such can 

be translated only by the medium o f a long description that clears up their semantics [17].
But perhaps the most serious problem, which the computer has to cope with in machine 

translation is the ambiguity o f any human language [1], We can distinguish syntactic 

ambiguity when there exist at least two alternative ways o f syntactic analysis o f a sentence. 
One o f  the examples is an English sentence [2]:

I  see a man in the park with a telescope.

This sentence is threefold ambiguous because we don’t know if  the phrase with the 

telescope should be interpreted in connection with a verb to see, or with the noun a man, or 
with the noun the park. In each of these cases the meaning of the sentence is totally different. 
The problem is that this ambiguity cannot be preserved during the translation because in order 

to translate, one have to understand the sentence being translated. For example, in the case of 

translating this sentence into Polish three different translations are possible, depending on the 

interpretation o f the English sentence:

Widzą człowieka w parku za pomocą teleskopu. 

Widzę w parku człowieka z teleskopem.
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Widzę człowieka w parku z teleskopem.

Another example of the ambiguity on the syntactic level is an English phrase [18]:

old man and women 

Analyzing this phrase we don’t know whether it is:

old man and old woman

or

old man and woman at any age

Another kind o f ambiguity is at the semantic level. Semantic ambiguity appears when 

one sentence can be understood in at least two different manners [18]. A good example is an 
English sentence [18]:

She threw the vase at the window and it broke.

This sentence is ambiguous because we don’t know what is broken, a window or a vase? 
If we would like to try to translate this sentence into Polish we would have a hard choice to 

make. If we decided that the window is broken, the Polish translation would be:

Ona rzuciła wazą w okno i ono pękło.

In the other case we would obtain the following Polish translation:

Ona rzuciła wazą w okno i ona pękła.

Another kind o f ambiguity is the ambiguity at the lexical level o f language analysis. 

Lexical ambiguity is such a serious problem in the case o f machine translation systems 

because it exists in every natural language and it is really ubiquitous. In fact, if  we open any 
bilingual dictionary, for example, The Great English-Polish Dictionary, it’s very hard to find 

a word that would have only exactly one meaning. In fact, most o f  English words have at least 
two completely different Polish equivalents [2], So, the question is, which one o f  them the



computer should choose while translating, and where can computer know from, which one of 
them is the correct one?

4. Is high quality machine translation possible?

Taking under consideration all above mentioned factors translation between natural 
languages can be seen as a highly creative process. A human translator must have a lot of 

invention and must know how to deal with the situations he had never met before. So, the 
right question is, whether it is possible to replace a human by a computer?

A prominent physicist Roger Penrose in his famous books on artificial intelligence, 

entitled “New Caesar’s Mind” [19] and “The Shadows o f the Mind” gave very strong 
arguments supporting his thesis that the human brain operates in a non-algorithmic manner 
and because o f this fact a human mind cannot be fully simulated by computer.

Thus, if  we cannot replace a human by a computer does it also mean that a fully- 

automatic high-quality machine translation for unrestricted text is impossible [11, 12, 13, 
14]?

A philosopher Alan Melby in his paper [3] states that machine translation is headed in the 

right direction as far as domain-specific approaches using controlled languages are concerned. 

But further work on fully-automatic high-quality machine translation o f unrestricted text is a 
waste of time and money. To build such systems a real breakthrough in natural language 
processing (and maybe in the whole filed o f information processing) is required. Moreover, 

such breakthrough will not be based on any extension of currently known techniques, as 
electric bulb was not invented just because the research on the candle had been conducted.

The arguments given by Roger Penrose are very strong and it’s not possible to ignore 

them any further. So, probably Alan Melby is right that replacing a human translator totally is 
not possible basing only on the currently known techniques. But, by using these currently 
known techniques we can still try to approach as close as possible to this unattainable goal, 

which is a fully-automatic high-quality machine translation for unrestricted text. Suppose that 
during the intensive scientific research we built a machine translation system, which gives a 

translation o f 99% accuracy, while operating on an unrestricted text (only 1% o f this text need 

to be approved by a human translator). So can we really say, like Alan Melby, that we had 

wasted time and money on this research?
Up till now, many totally different approaches to machine translations have been 

developed. These are, among others: syntactic transfer, interlingua-based machine translation, 

knowledge-based machine translation, systems based on statistics or neural nets, etc. [8, 9, 

10]. Among these example-based machine translation is becoming a serious alternative
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paradigm, but in most cases it is still an unproven technique, which is in its early research 
phase [7].

But it is not always so. One prominent example comes from Spain. The case o f the 

magazine entitled Periódico de Catalunya is interesting because it is probably the first fully 
operational machine translation system for translation o f unrestricted text that has ever been 

built, which produces nearly hundred percent satisfactory results while translating from 
Spanish into Catalan. It is really amazing that this machine translation system is not based on 

any o f the currently known computational linguistics theories. Moreover, it does not analyze 

the sentence in any way it only replaces source words (or groups o f words) by their target 

equivalents, just like spelling-checker would do. The system has a huge dictionary that 

effectively replaces all linguistic analysis o f the source text. The development o f the systems 
requires a lot o f  work, in fact a quite big team o f trained linguists constantly updates the 

dictionary with new terms, verbs in their different forms and sequences o f words o f up to six 
elements. Up till now, it has been probably the only practical implementation o f a purely 

unsophisticated machine translation system basing only on a pattern-matching scheme [16].

So, can this Spanish-Catalan system be an example showing the way how to mysteriously 

solve the problem o f building a fully-automatic high-quality machine translation system?
The answer to this question is not so obvious as somebody may think. We can not omit 

the fact that this Spanish-Catalan system benefits to the great measure from the similarities of 

the two languages involved in the machine translation process. In fact, the differences 

between Spanish and Catalan languages are rather minor and have in most cases only 
phonological nature and more rarely morphological or grammatical.

The results obtained during the development of Spanish-Catalan machine translation 

system can be obviously applied to any system, which translates between closely related 
languages. Probably acting this way an effective machine translation systems for unrestricted 
text can be built for such pair o f languages like Swedish and Norwegian, Norwegian and 

Danish, Swedish and Danish, Spanish and Portuguese, German and Dutch, or Finnish and 
Estonian. But it is a bit doubtful if  doing this way a high-quality machine translation system 

for unrestricted text can be built, which would be able to translate between a pair o f totally 

typologically different and genetically unrelated languages like, for example, Chinese and 

French.
In order to allow the reader to imagine how difficult the translation between unrelated 

languages is, the results o f a following experiment are presented beneath [17]. It was taken 

some sample o f  text written in Polish, the elements (words or phrases) o f which were 

numbered in the following way.
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The original Polish text:

Analiza tych dwóch elementów zwyczaju międzynarodowego posiada wielkie znaczenie z 

uwagi na wyrok Międzynarodowego Trybunału Sprawiedliwości z  29 listopada 1950r. (w 
sporze między Boliwią a Peru o prawo azylu), który stwierdza, że państwo, które powołuje się 

na zwyczaj międzynarodowy według art. 38 b musi przeprowadzić dowód, iż powstał on w 

sposób wiążący drugie państwo.

The order of words in Polish text:

1,2, 3 ,4 , 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 2 0 ,2 1 ,2 2 , 23 ,24, 25 ,26 , 27,28, 
29, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43, 45, 46,47

Then, this text was translated into English and the order o f the English equivalents of the 
elements o f the Polish source text was the following.

The English translation of the text:

The analysis o f  these two elements o f  the international custom is o f  a great importance in 
view o f  the sentence o f  the International Court o f  Justice o f  the 29lh o f  November 1950 
(concerning the dispute between Bolivia and Peru about the right o f  asylum) which states 

that a state that is referring to the international custom quoting Article 38b must present the 
evidence that the custom emerged in a way confining the other state.

The order of words in the English translation:

1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 

29, 30, 31, 33, 32, 34, 35, 36, 37, 38, 39, 40, 41, 42, 43 ,45, 46, 47

We can see that in the English translation the word order is almost the same as in the 

Polish original text. Only two elements (32 and 33) are swapped. This is a good notion 

indicating that maybe example-based machine translation technique can be applied 

successfully to the pair o f  English and Polish languages.
Further the same text was translated into Japanese and the word order was the following:

The Japanese translation of the text:
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Kokusai kanshu-no kono futatsu-no yoso-no bunseki-wa daisanjuhachi-jo-bi-ni shitagatte 

kokusai kanshu-o in ’yo  suru kokka-wa kokusai kan-shu-ga ta-no kokka-o kosoku suru hoho- 
de sonzai suru to iu shoko-o teishutsu shinakereba naranai to iu koto-o kakunin sum  

(itigoken-ni kansum  boribia pern kan-no funso-ni tsuite-no) senkyuhyakugojunen juichigatsu 

nijukunichi-no kokusai shiho saibansho-no hanketsu-kara mite hijo-na juyosei-motte iru.

The order of words in the Japanese translation:

6, 5, 2, 3, 4, 1, 36, 35, 37, 34, 33, 32, 30, 28, 43, 46, 47, 45, 44, 42, 40, 39, 38, 26, 24, 23, 22, 

19,21,21, 18, 17, 16, 15, 12, 14, 13, 11, 10, 8, 9, 7

We can see that the word order in the Japanese translation is totally different than in the 
Polish source text. It doesn’t sound good if  we would like to think about using an example- 

based machine translation technique for such totally unrelated and typologically different 
languages.

5. Example-based machine translation for the Polish language

The Polish language, which belongs to the group o f the Slavonic languages, differs very 

much in its grammar from the West-European languages. This is a reason why a direct 

implementation o f the example-based machine translation technique for the Polish language 
is not so easy and probably wouldn’t bring the desired effects. In order to use the example- 

based machine translation for the system, which translates from West-European languages 
into Polish, the'example-based translation technique must be modified a bit.

The system proposed by this author is based on the following observations:

1. Perhaps, in every human language we can distinguish the first, the second, and the 

third grammatical person.

2. Perhaps, in every human language we can distinguish such elements o f  the sentence 

as: a subject group S, a verb group V, and an object group 0 . In the majority of the 

Indo-European languages the most common word order in the sentence is SVO 
(subj ect-verb-obj ect).

3. In the Polish language the grammatical person, number, and gender o f  the verb group 

must agree with these o f the subject group. Further, the grammatical case o f  the object 

group must agree with the one required by the verb group.
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Taking into account the abovementioned observations the architecture o f the propose 
example-based machine translation system is the following. The system is based on the 

database in which the translation examples are stored. The database records can have 
different attributes, such as: <case>, <number>, <person>, and <gender>. During the process 

o f translation the values o f  these attributes are set respectively to the grammatical rules of the 
Polish language, so as the subject and verb agreed in the grammatical person, number, and 

gender. Also the grammatical case o f the object must agree with the one required by the verb.

There exist three types of translation examples:
A. Noun group translation examples. These translation examples play the role o f the subject 

or the object o f the sentence, which is to be translated. The database record for a noun group 
translation example has the following form:

NG source <case>
NG target 1 1
NG target 2 2
NG target 3 3
NG target 4 4
NG target 5 5
NG target 6 6
<person> <num ber> <gender>
PERSON NU M BER G EN D ER

1. NG_source -  a noun group o f the source language that is to be translated into the 
target language (Polish) in a manner depending on the value o f the attribute <case>

2. NG_target_l -  translation of the source language noun group when <case> = 1

3. NG_target_2 -  translation of the source language noun group when <case> = 2
4. NG_target_3 -  translation o f the source language noun group when <case> = 3
5. NG_target_4 -  translation of the source language noun group when <case> = 4

6. NG_target_5 -  translation of the source language noun group when <case> = 5

7. NG_target_6 -  translation of the source language noun group when <case> = 6

8. PERSON -  the value to which the attribute <person> is set, so as the subject and verb 
groups agreed in their grammatical person

9. NUMBER -  the value to which the attribute <number> is set, so as the subject and 
verb groups agreed in their grammatical number

10. GENDER -  the value to which the attribute <gender> is set, so as the subject and 

verb groups agreed in their grammatical gender

B. Verb group translation examples. These translation examples play the role o f  the verb of 

the sentence, which is to be translated. The data base record for verb group translation 

examples has the following form:
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VG source <person> <num ber> <gender>
VG target I 1 1 1
VG target 2 1 1 2
VG target 3 1 2 1
VG target 4 1 2 2
VG target 5 2 1 1
VG target 6 2 1 2
VG target 7 2 2 1
VG target 8 2 2 2
VG target 9 3 1 1
VG target 10 3 1 2
VG target 1! 3 1 3
VG target 12 3 2 1
VG target 13 3 2 2
VG target 14 3 2 3
<case>
CASE

1. VG_source -  verb group o f the source language that is to be translated into the target 
language (Polish) in a manner depending on the value o f  the attributes <person>, 
<number>, and <gender>

2. VG_target_l -  translation o f the source language noun group when <person> = 1, 
<number> = 1, and <gender> = 1

3. VG_target_2 -  translation o f  the source language noun group when <person> = 1, 
<number> = 1, and <gender> = 2

4. VG_target_3 -  translation o f  the source language noun group when <person> = 1, 
<number> = 2, and <gender> = 1

5. VG_target_4 -  translation o f the source language noun group when <person> = 1, 
<number> = 2, and <gender> = 2

6. VG_target_5 -  translation o f the source language noun group when <person> = 2, 
<number> = 1, and <gender> = 1

7. VG_target_6 -  translation o f  the source language noun group when <person> = 2, 
<number> = 1, and <gender> = 2

8. VG_target_7 -  translation o f the source language noun group when <person> = 2, 
<number> = 2, and <gender> = 1

9. VG_target_8 — translation o f the source language noun group when <person> = 2,
<number> = 2, and <gender> = 2

10. VG_target_9 -  translation o f the source language noun group when <person> = 3,

<number> = 1, and <gender> = 1

11. VG_target_10 -  translation o f the source language noun group when <person> = 3,

<number> = 1, and <gender> = 2
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12. VG_target_l 1 -  translation o f the source language noun group when <person> = 3, 
<number> = 1, and <gender> = 3

13. VG_target_12 -  translation o f  the source language noun group when <person> = 3, 

<number> = 2, and <gender> = 1

14. VG_target_13 -  translation o f the source language noun group when <person> = 3, 
<number> = 2, and <gender> =2

15. VG__target_14 -  translation o f the source language noun group when <person> = 3, 
<number> = 2, and <gender> = 3

16. CASE -  the value to which the attribute <case> is set, so as the grammatical case of 
the object agreed with the one required by the verb group

C. Other translation examples. These translation examples are the same as in the classical 

technique o f example based machine translation. In the sentence they can play the role of 
particles, junctions, etc. The data base record for this kind o f  translation examples has the 
following form:

EX source
EX target

1. EX_source -  a phrase o f the source language that is to be translated into the target 
language (Polish)

2. EX_target -  translation o f the source language phrase

6. The Italian-Polish machine translation system

The proposed machine translation technique was implemented by this author for the 

system, which translates from Italian into Polish. The Italian language belongs to the group of 

Romanic languages, and it differs much from Polish, which is a Slavonic language. What is 
important is that both languages belong to the Indo-European family o f languages that implies 
their grammatical structures to be similar enough, so that the example-based machine 
translation could be used.

This author developed a database o f translation examples, according with the proposed by 

himself methodology, which allowed to translate simple texts from Italian into Polish. The 

manner in which the system operates is illustrated on the following example.

The purpose o f the proposed system is to translate into Polish the following Italian text 

composed o f a few simple sentences:
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In futuro I 'Italia cambiera e sard migliore senz ’altro. I  treni sempre arriveranno in orario. 

Tutti avranno un lavoro. Le acque non sommergeranno Venezia. II Colosseo rimarra in piedi. 
Le spiagge sarano pulite.

The effect o f the work of the proposed example-based machine translation system is a 
Polish translation o f the original Italian text:

W przyszłości Włochy zmienią się i będą lepsze z pewnością. Pociągi będą przybywać 

punktualnie. Wszyscy będą mieli pracę. Wody nie zatopią Wenecji. Koloseum będzie nadal 
stać. Plaże będą czyste.

It must be stressed that the Polish translation is both correct from the grammatical point of 
view and it is an exact translation o f the original Italian text. Moreover, the obtained Polish 

text seems to be natural, and thus very similar to the one produced by a human translator. 

These facts point out that the modified example-based machine translation technique 

proposed by this author is headed in the right direction.

7. Final remarks

The high-quality machine translation system for unrestricted text has always been an 

unachievable goal for the computer scientists working in the field o f automatic translation 

between human languages. And maybe, because o f the reasons o f fundamental nature (the 

lack o f possibility o f  constructing an algorithm equivalent to the creativeness o f the human 
mind) human translators will never be eliminated by computers totally, and high-quality 
machine translation for unrestricted text will forever remain the Holy Grail o f scientific 

research [15]. But, by using various machine translation techniques we can try o f course to 
approach as close as possible to this unattainable goal [10]. Quite recently the example-based 

machine translation technique has emerged as a veiy serious and tempting alternative to the 

existing systems that are mainly based on the knowledge developed in the field of 

computational linguistics.

In the paper the implementation o f example-based machine translation technique in the 

system, which translates from Italian into Polish is proposed. In order to use the example- 

based machine translation technique for the Polish language, which posses very specific 

grammatical features, so different from the West-European languages, this author proposed a 
thorough modification o f this technique that allows to take into account the flexion nature of 

the Polish language.
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The results obtained so far are very promising and show that the usage o f example-based 
machine translation technique for Polish and Italian language pair is a step made in the right 

direction. But, we cannot forget that the final success depends strongly on the dimension of 

the database o f translation examples. The effective constructing o f such database requires a 
lot of work and time. In fact, it is a task for a quite big teem o f trained linguists and computer 

scientist, who basing only on the great bilingual corpus would be able to extract all necessary 

and most frequently used translation examples.

Last but not least, this author would like to mention that according with its knowledge the 

proposed Italian-to-Polish machine translation system is the first system of this kind that has 
ever been built, thus the results obtained by this author have a totally pioneer character.
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Streszczenie

Translacja automatyczna o wysokiej jakości pomiędzy językami naturalnymi jest od wielu

lat niedościgłym marzeniem dla wielu badaczy związanych z tą  niezwykle pasjonującą,

interdyscyplinarną dziedziną zastosowań informatyki. Translacja automatyczna była jedną z

pierwszych aplikacji, jakie zostały zaproponowane dla komputerów, a pierwsze próby

http://www.accurapid.com/joumal/15mt2.htm
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czynione w tym względzie pochodzą aż z lat pięćdziesiątych dwudziestego wieku. Niestety, 

pomimo pierwszych spektakularnych sukcesów odniesionych w tej dziedzinie szybko okazało 

się, że zautomatyzowanie translacji jest zadaniem o wiele trudniejszym, ale zarazem i o wiele 
ciekawszym z naukowego punktu widzenia, niż pierwotnie sądzono. Opracowana całkiem 

niedawno technika translacji automatycznej, oparta na tzw. przykładach translacyjnych, 

wydaje się być poważną alternatywą dla istniejących już metod automatyzacji translacji 
pomiędzy językami naturalnymi. W artykule zaproponowano wykorzystanie techniki 

translacji automatycznej opartej na przykładach w systemie, który byłby zdolny tłumaczyć 

dowolne teksty należące do języka włoskiego na język polski. Autor zaproponował własną 

modyfikację techniki translacji automatycznej opartej na przykładach, która umożliwia 

uwzględnienie osobliwości gramatycznych języka polskiego. Rezultaty wstępne, uzyskane 

podczas przeprowadzonych eksperymentów, wyglądają obiecująco, a zaproponowana metoda 
wydaje się być krokiem postawionym we właściwym kierunku na drodze do budowy w pełni 

automatycznego systemu translacji, który byłby zdolny do dokonywania przekładów o wyso

kiej jakości pomiędzy językiem włoskim a polskim.


