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Summary. The article presents results of integration of classification of MALDI-

-ToF mass spectrometry data with proteomic databases. This biological interpretation 

of classification results is based on popular biological databases, such as EPO-KB, 

UniProt, NCBI. The classification is performed with Support Vector Machines and 

dimension reduction techniques. 

Keywords: SVM, MALDI-ToF, GMM 

INTERPRETACJA BIOLOGICZNA NAJBARDZEJ INFORMACYJNYCH 

PIKÓW W KLASYFIKACJI DANYCH SPEKTROMETRYCZNYCH 

Streszczenie. Artykuł przedstawia integrację klasyfikacji danych spektrometrycz-

nych typu MALDI-ToF z białkowymi bazami danych. Ta biologiczna interpretacja 

wyników klasyfikacji oparta jest na popularnych biologicznie bazach danych, takich 

jak: EPO-KB, UniProt, NCBI. Klasyfikacja została przeprowadzona z wykorzysta-

niem Maszyny Wektorów Wspierających (SVM) oraz metod redukcji wymiarowości. 

Słowa kluczowe: SVM, MALDI-ToF, mieszaniny rozkładów Gaussa 

1. Introduction 

Analysis of mass spectrometry data is a complex task. A process of gaining biological in-

formation and knowledge from row data is composed of several steps. All those steps need to 

be performed to get the information which may occur helpful in diagnosis or medical treat-

ment tasks.  
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The aim of the work is to present a tool dedicated to comprehensive mass spectra analy-

sis. A data set of cancer patients was proceeded and presented results show steps of the analy-

sis. The idea of the work is to prove, that it is possible to create the tool, which is able to sup-

port biologists in data analysis, concerning creating and solving the mass spectrometry data 

models, choosing the most informative peaks and giving its biological interpretation. 

There are many tools and applications designed to support spectra analysis. However, 

most of them are concentrated on mathematical analysis of the signal. This process is com-

plex and it consists of pre-processing [10, 20] (denoising, baseline correction, normalization), 

peaks detection and alignment. Most of the tools realize those functions. They use different 

methods. Denoising can be done with local maxima smoothing (Cromwell package [20], 

PROcess [21], ProteinChip Software [22]), removing some detected peaks (LIMPIC [23]) or 

moving average with dedicated filters (OpenMS [24]). The core of the analysis - peaks detec-

tion, can be obtained on the basis of local maxima and signal to noise ratio ([22]), area under 

the peaks curve ([21]), the height (SpecAlign [25]) and the shape of peaks (OpenMS [26]). 

Most of mass spectra analysis tools concentrate only on solving mathematical models. The 

authorial tool, which gave results presented in this article is more comprehensive. Results of 

peaks detection, obtained with using Gaussian mixture model analyzing, are subjected to fur-

ther operations: classification and biological interpretation. 

Using proteomic techniques as a way to support early diagnosing of diseases is an oppor-

tunity for developing of new way of treatment. There is a group of diseases which needs for 

new treatment and diagnosis approaches. For them typical ambulatory methods are not always 

useful. Particularly, the group contains a whole subgroup of cancer diseases. 

Classification is essential part of mass spectrometry data. The most common classification 

task is based on supervised learning and it consists in categorizing data into two or more 

groups. It is possible to distinguish between ill patients and healthy donors or to check reac-

tions (positive or negative) on the medical treatment. There is also possible to look for a stage 

of diseases progression.  

Mass spectrometry data are characterized with high dimensionality. The number of  ob-

servations is significantly lower than the number of features. Each patient has several thou-

sand of data points or even more. Those data must be processed and dimension reduction 

techniques should be applied. This task determines success of the classification because of 

specificity of mass spectra data.  

Classified objects are usually represented by vectors of observed, measured or calculated 

features. Supervised learning classification assumes, that there unknown function  is to be 

assigned to each object of population O as a label of one class. Classification process is based 

on the learning set U which is a subset of the whole data set O. Each element io  of the learn-
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ing set is composed of the object representation and the class label. This object representation 

is vector of observation features. The whole set is divided into c separated subsets. One sub-

set observations are numbered among one of c classes. Such supervised learning is widely 

used in biomedical applications. 

2. Prediction models  

The essential task is to construct the classifier on the basis of the data set. It is possible to 

construct multiple different classifiers on the basis of the same data. The point is to find the 

most suitable one. It would be ideal to chose the best classifier on the basic of its ability to 

classify new observations. However, such probabilities are unknown. The most obvious way 

to solve it is to divide whole data set into training and validation probes. The validation probe 

is a random sample, independent of the learning probe. It is used to assume misclassification 

probabilities of specified classifiers. The most important is to keep the validation probe ob-

servations independent of those from the learning probe. In other cases the classifier is biased 

and it might give results oriented to the data from the particular data set. Such classifier will 

give good results for the data from the validation probe. However, it could be give poor result 

for any other data from other data sets. The ultimate classifier evaluation might be done with 

additional, test probe. It needs to be independent of other probes and have information about 

objects’ membership to classes. If only one classifier is to be tested or size of the set is small, 

the validation probe might be omitted. In practice, the usually chosen proportion is the divi-

sion: 50% on the learning probe and 25% each for the validation and test probes [1]. Howev-

er, the division depends on the specificity of the data. 

The most popular classification quality measures are:   

 classification accuracy (a proportion of correctly classified sets), 

 error rate (a proportion of misclassified sets), 

 TP (True Positives) – the number of correctly classified positive sets, 

 TN (True Negatives) – the number of correctly classified negative sets, 

 FP (False Positives) – the number of incorrectly classified positive sets,  

 FN (False Negatives) – the number of incorrectly classified negative sets, 

 sensitivity (eq. 1) (the classifier ability to identify the phenomenon where it really exists), 

 specificity (eq. 2) (the ability to reject truly false results - opposed to sensitivity), 

 ROC (a chart of dependency between values: 1- specificity and the sensitivity) and AUC 

(the area under the curve). 
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3. Characteristic of the data set 

The analyzed dataset is composed of Maldi-Tof (Matrix-Assisted Laser Desorption Ioni-

zation - Time Of Flight) mass spectra files. Serum samples were collected between V.2006 to 

I.2008 by Department of Experimental and Clinical Radiobiology in Comprehensive Cancer 

Centre Maria Sklodowska-Curie Memorial Institute. Samples were taken from patients with 

breast cancer diagnosis and from healthy donors. In the study there were 92 patients with I 

and II rate of disease progression. The average age of patients was 58.5 (patients were 31-74 

years old). The control group was composed of 104 healthy women in good general health 

state. The average age in this group was 54 (women were 32-77 years old). 

Samples were collected twice from each patient. Each of those two obtained samples was 

analyzed in mass spectrometry two times. As a result for every patient four data files were 

obtained. In this way four spectra are generated per each patient. Such technique enables 

noise reduction and data quality increase. 

Each of the data set file contains 45 thousands of points. Typical mass spectrum is com-

posed of two data vectors: M/Z value (X axis) and intensities (Y axis). The aim of the analy-

sis is to detect peaks and find its biological interpretation using biological databases.  

4. Preparation of the data model 

Spectra analysis is composed of several steps. All operations need to be processed care-

fully, because improperly processed data have strong negative influence on further steps of 

analysis.  

The first step is outliers removing. It is performed among four spectra of one person.  Af-

ter outliers removing mean spectra are calculated for each person separately.  

The next group of operations is preprocessing. Preprocessing steps involve: binning, in-

terpolation, normalization, baseline correction, normalization, denoising, peaks detection [10] 

and alignment [9]. One of the most important preprocessing steps is denosing, especially 

baseline correction. Baseline is a special case of noise, intensifying especially in initial part of 

the spectrum, where M/Z values are low. Baseline correction flattens and averages the spec-
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trum. It is usually performed with multiple shifted windows with defined width. Normaliza-

tion and interpolation are techniques used in analyzing and comparing several spectra simul-

taneously. Interpolation is the technique of measurements points unification [12]. This unifi-

cation is performed along m/z axis of all spectra. Normalization [11,13] is scaling all spectra 

to a single value of area under the curve or total ion current (TIC). An example of analyzed 

spectrum with baseline correction result is presented at fig. 1. 

 
Fig. 1. Preprocessing of mass spectra 

Rys. 1. Wstępna analiza widm 

  
Preliminary dimension reduction might be performed by peaks detection. After prepro-

cessing the mean spectrum is calculated. It is modeled with Gaussian mixture model (GMM). 

Number of components was estimated with Bayesian Information Criterion (BIC) and it was 

set on 200 components.  

The fitting is done with Expectation-Maximization algorithm (EM) performing maximiz-

ing the likelihood function. A typical mixture model is a combination of a finite number of 

probability distributions (eq. 3)  
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The Expectation-Maximization (EM) algorithm is nonlinear method and is composed of two 

main steps performed in the loop. The expectation step (E) consists in calculation of distribu-

tion of hidden variables (eq. 5)  
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The maximization step (M) calculates new mixture parameters values. It is given with (eq. 6).  
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The decomposition results are used as a Gaussian mask which was put on every single 

spectrum in the data set. This gives  new values consisting the spectra. Dimensions of spec-

trometry data decreased to the value of GMM components number. The result matrix ob-

tained after those steps was: kn , wheren  denoted number of spectra and k  - number of com-

ponents. 

The resultant matrix was the input data to the further dimension reduction and classifica-

tion.  

5. SVM classifier and dimension reduction techniques 

The Support Vectors Machines (SVM) is young, but widely used classifier. It was pro-

posed by V.N.Vapnik [3,4,5]. The idea of this method is classification with usage of appro-

priately designated discriminant hyperplane. If learning sub-sets are fully separable, the SVM 

idea is to find two parallel hyperplanes, which delimit the wider area do not containing any 

probe elements. To accept those terms the hyperplanes need to be based on some of the probe 

elements. Such elements are called support vectors. The discriminant hyperplane is put in the 

middle of the resultant area. If learning sub-sets are not linearly separated, the penalty is in-

troduced. The best separation is obtained for higher dimension space. 

The SVM rule takes the form of (eq. 7).  
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where  are Lagrange’s coefficients and b is a constant value. For inseparable classes the 

additional restrictions take the form of (eq. 8).  
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where i  is a constant value 0i  

The more complicated classification problems are solved with use of kernel functions. 

Such construction enables to obtain non-linear shapes of discriminant hyperplanes. The SVM 

rule with kernel  takes the form of (eq. 9).  
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where )( xxK i  is a kernel. One of the most popular kernel function is radial kernel (eq. 10).  
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If data-set contains several hundreds or even thousands of features, it is unable to gain 

proper classification results. In such case reduction or selection techniques should be used. 

They attempt to find the smallest data sub-set chosen with defined criteria among the whole 

data set. Too large number of features has an adverse impact on the classification results. Es-

pecially biological data, like mass spectrometry and microarray data fit to this characteristic. 

Large features number causes increase of computational complexity and lengthen of calcula-

tion time [2]. Large number of parameters causes also large number of classifier’s parameters. 

It increases its complexity and susceptibility on over learning  and decreases its flexibility. 

The existence of the curse of dimensionality [6] proves, that the complexity of the classifier 

has an effect on the classification quality. The more complex classifier is, the higher should 

be the proportion between number of observation and number of features [7]. 

 There are two types of methods: 

1. features extraction – data are undergone transformation – new data set is obtained, 

2. features selection – sub-set of the most optimal data is chosen. 

One of commonly known features extraction and classification methods is Partial Least 

Squares (PLS) [7]. PLS features selection is performed with use of both X and Y data. So it 

enables using structure of the whole learning data set. The idea of PLS is to find latent vec-

tors. Using of latent vectors enables simultaneous analysis and decomposition of X and Y 

including covariance between X and Y. Such approach makes PLS a special case of Principal 

Component Analysis (PCA) [5]. 

The decomposition of X and Y is done to low-dimensional space of hidden variables. In-

dependent variables X are decomposed according (eq. 11).  

x
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where ITT T  , I - identity matrix, T - score matrix and P - loading matrix. A product of 

T and P  gives good estimation of X matrix. 

Dependent variables Y are decomposed as(eq. 12).  

y
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The final model of PLS describing XY  regression is (eq. 13).  
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SVM-RFE (Support Vector Machine - Recursive Feature Elimination) [8] method is fea-

tures selection method. Features selection is done with propagation backward method. The 

procedure starts with full range of input features and features are ranged successively re-

moved. Only one feature is removed in a time. As a rang criterion SVM weights coefficients 

are used. Therefore SVM-RFE method is closely related to SVM classification.  

In SVM-RFE procedure SVM classification might be formulated as in (eq. 14).  
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Eq. 14 is solved with (eq. 15).  
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where )(
~

jixxk  is a kernel function.  

The SVM-RFE objective function is (eq. 16).  
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Changes in the objective function caused by features elimination may be written using the 

Taylor series (eq. 17). )(iJ in the optimal point takes the value 2)()( iwiJ  , where iw is 
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Very common technique of feature selection is T test. The most significant features ac-

cording the T test are chosen. For each feature a T test range is calculated with (eg. 18).  
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where 

ii  , denote the mean values for i
th

 feature calculated for respectively positive and 

negative samples. Similarly 

ii  , denote standard deviations and 
 nn , denote numbers of 

positives and negatives learning samples. 

The T statistics treats all feature as independent. This assumption is usually not met. Howev-

er, T test is successfully used for protein data classification. 

6. Selection of classifier parameters 

Classification and feature reduction or selection methods has parameters, which need to 

be set before the classifier construction. The classification analysis was performed using all 

three presented dimension reduction techniques. The classification was done with SVM clas-

sifier – both linear and with radial kernel. Three dimension reduction techniques were also 

used (PLS, SVM-RFE, T test). SVM parameters which need to be estimated are: value of box 

constraints (C) for the soft margin and the scaling factor (sigma) for radial kernel. Important 

issue is also to find the most accurate number of features. To find the most accurate values, 

division of the data set into testing and learning subsets and classification  calculations need 

to be repeated several hundred times. All calculations were done in Matlab environment. 

 
Fig. 2. Estimation of C parameter 

Rys. 2. Oszacowanie parametru C 

  
According simulation results SVM parameters remain similar for all tested dimension re-

duction methods. Simulation study was performed to calculate not only the total error but also 

FN and FP values. Fig. 2 presents results for C estimation and fig. 3 – for sigma estimation. 

On both figures the middle line is the obtained ratio and the upper and lower denotes the con-

fidence interval. In further calculations C value was set to 1e6 and sigma – to 12. Figure 4 

presents case study for features number determination. As results show, classification errors 



222 M. Plechawska-Wójcik 

is descending until they gain optimal value. After that errors are increasing what suggest over-

loading. The optimal value was set to 8 features. 

Important issue was also to detect and remove features which have the highest dependency 

rate. Those features raised in the decomposition process. Such features indicate peaks which 

were detected with too high nearness. Such features are removed or selected to make classifi-

cation process more reliable. 

 
Fig. 3. Estimation of Sigma parameter 

Rys. 3. Oszacowanie parametru Sigma 

  
 

 
Fig. 4. Estimation of number of features 

Rys. 4. Oszacowanie liczby cech 

  
Results of simulation gave parameters, which were used in further analysis. The ROC 

curve (fig. 5a) shows the final result of classification. Similar simulation for the same data set 

was performed with using other, popular peak detection method based on local maxima. 

Those results occurred less efficient (fig. 5b). 
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Fig. 5. The ROC curve 

Rys. 5. Krzywa ROC 

7. Biological interpretation  
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Fig. 6. Flowchart of the biological context module 

Rys. 6. Schemat działania modułu informacji biologicznej 

  
Biological interpretation is done with application based on proteomic databases. Results 

achieved from classification is transferred to the application. Integration with four big biolog-

ical databases makes results of the application always up-to-data. 
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The application has been divided into four steps, each of them is responsible for different 

level of biological context (fig. 6). Levels need to be achieved sequentially. 

At level 0 user is able to load data and give detailed search criteria. Those criteria in-

cludes: accuracy, species, the MS platform, the possibility of double and triple charges. 

Searching is based on M/Z values, which are transferred from classification module. 

Level 1 is based on EPO-KB (Empirical Proteomic Ontology Knowledge Base) database 

[14,15]. Names of proteins and peptides are found on the basis of given M/Z values with 

a specified percentage tolerance. User can also see the original results in the EPO-KB service. 

Level 2 is a protein level and data presented here are obtained from an UniProt [16,17] 

database. Displayed results contains detailed information about proteins, such as entry name, 

status of reviewing process, organism, gene names and identifiers, features or GO annota-

tions. It is also possible to see the original results returned by the database. 

Level 3 is a genes level and it gives information about genes coding a particular protein 

chosen at an previous level 2. Presented data are based on NCBI service [18]. Searching is 

based on the gene identifier and it returns precise information about a particular gene, its role, 

status, lineage and related data. Level 4 is based on gene pathways data. It is integrated with 

the KEGG database (Kyoto Encyclopedia of Genes and Genomes) [19]. Level 4 gives details 

about genes pathways, structures, sequences, references to other databases. 

The results of biological analysis are presented at fig. 7 and fig. 8.  

 
Fig. 7. List of proteins 

Rys. 7. Lista białek 



Biological interpretation of the most informative peaks… 225 

Obtained results, according a professional biologist, are reasonable. Missing data (fig. 6) 

indicates false discovery errors. Such errors appears in classification task and the only way to 

prevent them is to perform checking on different level. A good option is to perform automatic 

biological interpretation. Using EPO-KB database which is serum proteins database highly 

reduces possibility of unreasonable results obtaining. This method gives biological interpreta-

tion of results and it is one of the possible solutions. The other one is to experimentally check 

the biological composition.  

The efficiency of the method was also checked with different data sets obtained from oth-

er experiments published by other scientists. Results [27] gives high rate of repeatability and 

correspondence.  

 
Fig. 8. Proteins level 

Rys. 8. Poziom białek 

8. Summary 

Mass spectrometry data need for special processing and analyzing. Data specificity makes 

it hard to analyze and classify. Proper classification techniques need to be use and special 

dimension reduction methods should be employed. For each of them parameters needs to be 

estimated. SVM classifier and its variants is nowadays one of the most popular classification 

technique among proteomic research. 

Using application integrating biological databases it is possible to gain information about 

biological context of analyzed data set. It enables collecting essential information in one 

place. 
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Omówienie 

Artykuł przedstawia przykład analizy dany spektrometrycznych typu MALDI-TOF. Dane, 

po procesie usuwania wartości odstających i wstępnej analizie poddane zostały dekompozycji 

z wykorzystaniem widma średniego. Modelowanie oparte zostało na mieszaninach rozkładów 

normalnych, których parametry wyznaczono z użyciem algorytmu EM.  

Tak przygotowane dane poddano klasyfikacji metodą SVM. Z uwagi na bardzo wysoką 

wymiarowość danych konieczne było użycie metod redukcji i ekstrakcji cech (PLS, SVM-

RFE, test T). Wyniki klasyfikacji zostały poddane interpretacji biologicznej. Do tego celu 

posłużyła aplikacja autora, która zintegrowała dostęp do kilku biologicznych baz danych. 

Dzięki temu możliwa była kompleksowa analiza danych w badanym zbiorze.  
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