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Water molecules maintain proteins’ structures, functions, stabilities and dynamics. They can occupy cer-
tain positions or pass quickly via a protein’s interior. Regardless of their behaviour, water molecules can
be used for the analysis of proteins’ structural features and biochemical properties. Here, we present a list
of several software programs that use the information provided by water molecules to: i) analyse protein
structures and provide the optimal positions of water molecules for protein hydration, ii) identify high-
occupancy water sites in order to analyse ligand binding modes, and iii) detect and describe tunnels and
cavities. The analysis of water molecules’ distribution and trajectories sheds a light on proteins’ interac-
tions with small molecules, on the dynamics of tunnels and cavities, on protein composition and also on
the functionality, transportation network and location of functionally relevant residues. Finally, the cor-
rect placement of water molecules in protein crystal structures can significantly improve the reliability of
molecular dynamics simulations.

� 2020 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY license (http://creativecommons.

org/licenses/by/4.0/).
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1. Introduction

Life began to evolve in an aqueous milieu, and the unique prop-
erties of water determine the chemistry of all living organisms.
Water is a ubiquitous and essential substance in cells, accounting
for about 70% of their mass. It is not only the environment for bio-
logical processes, but also an integral part of them [1]. At a macro-
molecular level, water contributes to biomolecules’ formation and
their stability, dynamics and functions [2–4]. Water serves as a
reaction reagent or mediates ligand–protein and protein–protein
interactions. Water molecules are small enough to penetrate a
macromolecule’s core, to stabilise its native structure and also to
participate in processes occurring in the protein’s core [5,6].

X-ray [7] and neutron diffraction [8] crystallography provide an
insight into the spatial distribution of water molecules in the vicin-
ity of biomolecular surfaces and confined regions such as active
sites, pockets and cavities. Depending on the crystal quality, atomic
resolutions can be achieved [9–11]. Protein structures deposited in
the Protein Data Bank (PDB) [12] contain an abundance of informa-
tion, i.e., alternative conformations of amino acid side chains and
potential rearrangements of protein compartments. Information

http://crossmark.crossref.org/dialog/?doi=10.1016/j.csbj.2020.02.001&domain=pdf
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/j.csbj.2020.02.001
http://creativecommons.org/licenses/by/4.0/
mailto:a.gora@tunnelinggroup.pl
https://doi.org/10.1016/j.csbj.2020.02.001
http://www.elsevier.com/locate/csbj
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about water molecules’ positions is usually incomplete or can be
strongly influenced by experimental conditions. Therefore, it is
unclear how closely the distribution of crystal water molecules
resembles the native conditions of the biomolecule. Nuclear Mag-
netic Resonance (NMR) is useful for discovering the hydration
properties of proteins, especially their dynamics. Unfortunately,
this technique cannot provide information about the three-
dimensional structure of the hydration sites, and its time scales
are shorter by an order of magnitude than the residence times of
water molecules [4,13].

The limitations of experimental methods can be overcome by
computational techniques. Ab initio and DFT (Density Functional
Theory) methods can be used for a precise description of a reaction
mechanism, including the contribution of water [14,15]. Molecular
dynamics (MD) and Monte Carlo (MC) simulations provide a
detailed atomic description of a biomolecule and a solvent, along
with their dynamics [16,17]. These simulations, however, do not
tackle many equilibrium and long-time-scale kinetic properties
[18].

The increasing awareness of the significant role of water mole-
cules has given rise to a range of software focused on the analysis
of water molecules’ behaviour. Recent reviews focused on virtual
screening strategies describe several docking software applications
that are capable of utilising information related to water molecules
[19–21]. This paper provides a review of the available computa-
tional methods that employ water molecules for the analysis of
macromolecules’ properties and structure dynamics. In the first
part, we provide an overview of the techniques used for the predic-
tion of water molecules’ locations. The following chapter describes
the water sites that may participate in ligand binding. Next, water
molecules are analysed in terms of ligand transportation and the
detection of tunnels and cavities. For all three chapters, a list of
software along with their functionality and/or their characteristics
and principles is provided. The last chapter comprises conclusions
and general remarks, as well as perspectives on the further devel-
opment of software.
Table 1
List of available software to predict water molecules’ positions and orientation.

Software Testing set

Docking-b
Dowser [30] 14 crystal structures of OppA; D- and K-channels of cytochrom

Photosystem IIDowser+ [31]
Dowser++ [39]
WaterDock [32] 14 crystal structures of OppA; HIV-1 protease;

ribonuclease A; GluR2 ligand binding core;
concanavalin A; glutathione S-transferase;
carbonic anhydrase

WaterDock 2.0 [47] 14 crystal structures of OppA; HIV-1 protease;
GluR2 ligand binding core; bovine pancreatic trypsin; glutathio
S-transferase;
HSP90; PIM1; series of 184 BRD4-BD1 complexes; androgen re
kinase II; thrombin; carbonic anhydrase

RISM-ba
3D-RISM [33] Alanine dipeptide; HIV-1 protease
GAsol [34] HIV-1 protease; neuraminidase; bovine pancreatic trypsin; seri

BD1 complexes
Placevent [35] HIV-1 protease; rotor ring of F-ATP synthase

Similarity-
ProBis H2O [37] Src kinasewith bound bosutinib; human programmed death 1 (h

(hPD-L1); DNA Gyrase B; human matrix metalloproteinase (hM
PyWATER [36] thrombin; trypsin; BPTI; bromodomain-containing protein 4; M

proteins; class A b-lactamases

*Accuracy was calculated based on the number and quality of identified crystallographi
that there are some differences in the details of the accuracy measurements. Informatio
2. Software for protein hydration analysis

Water molecules not only maintain the functions of proteins
but also stabilise their native structure [13]. The presence of water
molecules in proteins’ internal cavities is conserved among homol-
ogous proteins families, as well as the key residues are [22]. It was
shown, by reducing the amount of water during crystallisation [23]
or by using mutants of particular proteins [24], that internal water
molecules contribute to the structural folding and the stability of
enzymes, ion channels, proton pumps and other macromolecules
[25–27]. However, as we pointed out above, the experimental
results are insufficient and can be inconsistent with each other
[28]. The water molecules inside a protein’s structure may also
be distorted, and their position may depend on the orientation of
a particular side chain. They may also be trapped inside a protein’s
cavity due to a process of large conformational changes.

The residence time of a water molecule buried in an internal
cavity or trapped in a narrow cleft depends on its location and con-
nectivity with the bulk solvent [29,30]. Fast minimisation and
short equilibrium stages can provide insufficient or inaccurate sol-
vation of the protein interior and can bias the results. Therefore, it
is important to fill the internal cavities with water molecules pre-
cisely, prior to running MD simulations. Lengthening the minimi-
sation and equilibration procedure can provide sufficient
exchange of water molecules between the surroundings and
the protein interior; however, it is strongly system-dependent.
Application of software developed to place water molecules into
a protein’s cavities and its surroundings is proposed as an alterna-
tive strategy, especially for systems with large interior volumes,
homology-modelled proteins or proteins with mutations intro-
duced inside their cores (Table 1).

Three different methods (Fig. 1) have been implemented for the
placement of water molecules in a protein’s interior: i) based on
the docking of water molecules, such as Dowser [31] and Water-
Dock [32], ii) based on the reference interaction site model (RISM),
such as 3D-RISM [33], GAsol [34] and Placevent [35], and iii) based
Accuracy* Remarks

ased
e c oxidase; 63% Not available

74% Not available
85% Dowser++ standalone link
88% the code is available with the

WaterDock 2.0 Pymol plugin: –
link

ne

ceptor; casein

91% WaterDock 2.0 standalone link
WaterDock 2.0 Pymol plugin link

sed
– Not available

es of 184 BRD4- 94.3% BSD 3-clause license link

water position error
~0.5 Å

the code and tutorial link

based
PD) with ligand
MP-1)

– GUI – PyMOL integrated link

HC class I identified all
crystallographic water
molecules

GUI – PyMOL integrated link

c water molecules. The numbers were taken from original publications. Please note
n about currently unavailable software is in italics.

http://stuchebrukhov.ucdavis.edu/dowserplusplus/
https://github.com/bigginlab/WaterDock_pymol
https://github.com/bigginlab/WaterDock-2.0
https://github.com/bigginlab/WaterDock_pymol
https://github.com/accsc/GAsol
http://goo.gl/uLohs
http://insilab.org/probis-h2o
http://sourceforge.net/projects/pymol
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on the assumption that internal water molecules are conserved
among similar proteins’ structures (PyWATER [36] and ProBiS
H2O [37]).

The docking-based methods assume that the protein structure
is the target and the water molecule is the ligand. Both Dowser
and WaterDock utilise the commonly available docking software
- AutoDock Vina [38]. These methods are fast and provide accurate
positioning of the water molecules determined by crystallography.
The water molecule docking algorithms have improved over new
software versions, and for the Dowser software ‘generations’, the
average accuracy of their predictions have increased from 63% in
Dowser, to 74% in Dowser+ and up to 85% of the water molecules
in Dowser++ [39], when compared to high-resolution crystallo-
graphic structures. WaterDock software presented a higher accu-
racy of crystallographic water molecules’ prediction than Dowser
++: it was 88% for the original WaterDock and 91% for WaterDock
2.0; however, it should be kept in mind that there were some dif-
ferences in the details of the accuracy measurements described in
the original publications [39]. Along with their ability to predict
water molecules’ positions, both WaterDock software releases are
also able to determine if water molecules are displaced or ordered.
WaterDock 2.0 comes with an easy-to-use PyMOL plugin.

The RISM theory is used for calculating the distribution of sol-
vent molecules around a solute and has its roots in statistical,
mechanical integral equation theories (IET) of liquids [34]. Due to
the fact that the distribution calculated by 3D-RISM theory is con-
tinuous, it is difficult to directly examine specific solvent interac-
tions, especially when they are numerous. 3D-RISM has been
successfully used to locate water molecules in proteins as com-
pared to experiment [40] and simulation [41], to calculate hydra-
tion free energies [42] and to predict fragment and drug
positions [43]. The Placevent algorithm gave an average error for
water molecules’ positions of about 0.5 Å [35]. The GAsol software,
in which the 3D-RISM theory was combined with a genetic algo-
rithm and a desirability function, showed the highest accuracy,
Fig. 1. Strategies for placement of water molecules in the protein’s interior.
with 93.4% of the predicted water molecules within 2 Å from their
crystallographic positions [34]. Generally, RISM-based methods for
water molecules’ prediction are slower than docking-based ones,
and the computational time is system-size-dependent. However,
they can be more accurate, especially for complex systems (e.g.,
metalloproteins, proteins equipped with large cavities or in com-
plexes with nucleic acids) [44]. Moreover, it was shown that the
RISM theory may break down in larger systems and systematically
underestimates the partial molar volume (PMV) of amino acids
[13].

As an alternative to the methods based on the physicochemical
properties comes a simple similarity-based approach, imple-
mented in PyWATER [36] and ProBiS H2O [37], which both super-
impose crystallographic structures similar to the target protein and
cluster the positions of conserved water molecules inside the pro-
tein cavities. ProBiS H2O is the first software that utilises the Pro-
BiS algorithm [45] to perform local superimposition of the detected
conserved water molecules. It also reduces the bias introduced by
comparing similar protein structures or structures in different con-
formations than the query protein. PyWATER searches for similar
structures using the PDB database [46]. The accuracy of such an
approach strongly depends on the number, similarity and quality
of related structures. Generally, ProBiS H2O gives fewer clusters
with more tightly packed water molecules in comparison to
PyWATER due to the clustering algorithms used (PyWATER uses
hierarchical clustering, while ProBis H2O uses a Python implemen-
tation of 3D-DBSCAN (Three Dimensional Density-Based Spatial
Clustering of Applications with Noise)). In addition, PyWATER
stores information on the degree of conservation of each water
molecule cluster with related atom numbers of water oxygen
atoms from the superimposed protein structures.

All the tools mentioned above provide relatively fast, intuitive
and accurate modelling of the water molecules in low-quality crys-
tal structures and thus provide a more accurate starting point for
an MD or MC study. Their usage can be also recommended for in
(A) Docking-based, (B) RISM-based, and (C) similarity-based strategies.
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silico prepared mutant structures, where substitution of residues
enlarges or significantly reshapes internal cavities. However, the
user should keep in mind that none of these methods assume flex-
ibility or large conformational changes in the target structure. Also,
in the case of preparing a very demanding protein structure, i.e., an
unrefined homology model or a sole representative of a particular
protein family, the user should be encouraged to avoid similarity-
based or docking-based methods and focus on the RISM-based
software to properly sample the positions of water molecules.

3. Software for water site detection and ligand binding analysis

Studies of protein–ligand interactions are crucial for a better
understanding of the mechanisms of biological processes and their
regulation [48]. Water-mediated interactions were found in 85% of
392 analysed protein–ligand complexes. Structural and thermody-
namic data indicate that water molecules mediate interactions
between proteins and ions, substrates, cofactors, inhibitors and
othermacromolecules [49,50].Watermolecules are placedmethod-
ically within the surroundings and inside the protein, and display a
particular structure characterised by the presence of hydration or
water sites – regions of high-water density. They act as locations
that attract water and can be used to describe water behaviour
around chemical molecules [7,51,52]. The hydration/dehydration
balance is relevant for protein–ligand formation and binding affin-
ity, involving both entropic and enthalpic contributions [53,54].
During the binding process, watermolecules can either be displaced
or conserved, bridging the protein–ligand interactions in the latter
case [55]. The presence of water molecules in protein binding sites
may imply different effects on the energy, entropy and enthalpy of
the system. Depending on the situation, such effects may be favour-
able or unfavourable. For example, in a case where water molecules
are trapped in a hydrophobic cavity filled by residues that cannot
make appropriate hydrogen bonds, the enthalpic contribution is
unfavourable. An opposite situation occurs when water molecules
are engaged in forming hydrogen bonds to hydrophilic residues,
and here the enthalpic effect may be favourable [56]. The displace-
Fig. 2. Strategies of analysis of water sites and ligand binding modes. (A) Strategy using a
IFST (Inhomogeneous Fluid Solvation Theory) to assess the role of structural water mole
Grid cells (squares at row A) are coloured according to increasing number of water molec
information about the energetically preferred position of the water molecules. Calculated
factors calculated for water molecules in protein cavities. (For interpretation of the refere
article.)
ment of such water molecules can contribute to the binding free
energy, impact affinity during ligands’ association and govern
enthalpy and entropy partitioning, according to the properties of
the individual watermolecules compared to those in the bulk phase
[49]. Developing a ligand with a high binding affinity towards a
specific target is one of the most important steps during the entire
drug design process. Thus, a lot of effort is focused on the prediction
of whether a water site should be displaced andwhether this would
cause an increase in a ligand’s affinity.

Different approaches, both experimentally-based (i.e., location
in crystal structures and B-factors) and knowledge-based (i.e., free
energy, water’s contribution to binding free energy, entropic con-
tribution), have been reported to assess information about water
sites [55]. One of the very first experimentally-based software pro-
grams, GRID [57], uses a regular array of ‘grid points’, established
throughout and around the protein, to calculate the energetics of
water probes inside a macromolecular binding site (Fig. 2a). GRID
places a chemical probe and calculates an empirical interaction
energy at all grid points [55]. An approach using crystallographic
B-factors to determine which water molecules in a protein’s struc-
ture are likely to be displaced has been implemented in Consolv
[58] and WaterScore [59] software. Using geometric criteria can
also indicate the positions of water molecules mediating protein–
ligand interactions. Such a procedure has been included in the
AcquaAlta program [60] for estimating the propensities of ligand
hydration. In HINT software [61], the Gibbs free energy of non-
covalent interactions is based on van der Waals interactions and
partial atomic partition coefficients. A knowledge-based approach
has been implemented, e.g., in AQUARIUS [62] or AQUARIUS2
[63] software. The probable positions for hydration sites are pre-
dicted based on solvent distributions surrounding particular amino
acids derived from the analysis of a protein’s structure. However,
most of the software applications mentioned above are not cur-
rently used or are used very rarely. This is due to the fact that
another class of methods, describing the thermodynamic proper-
ties of water by analysing data from MD and MC simulations,
became very popular and easy to use.
grid to calculate energetics based on water local distribution, and (B) strategy using
cules by calculating their contribution to the thermodynamics of protein solvation.
ules detected in cells (green – low, red – high). Cells with highest occupancy provide
isolines (row B) provide information about the same values of the thermodynamic
nces to colour in this figure legend, the reader is referred to the web version of this



Table 2
List of software for analysis of ligand binding and drug design with respect to the water molecules in the binding cavity.

Software Testing set Functionality Remarks

Input – a single structure
AcquaAlta [60] trypsin; dihydrofolate reductase;

thymidine kinase; VEGFR2;
glycogen phosphorylase; human phosphodiesterase; beta
trypsin;
holo-glyceraldehyde 3P dehydrogenase; HSP90; AmpC
beta-lactamase; 2CDK2; ACE; COMT; HIV-1 protease;
non-nucleoside adenosine deaminase; ACK1; coagulation
factor Xa; EGFR

generating of explicit water molecules at the ligand–
protein interface; searching for water molecules
interacting with generic functional groups of small organic
molecules; generating water molecules bridging
interactions between ligand and protein considering the
hydration propensities of the involved functional groups
and aromatic moieties

available on
request: link

FLAP [73] a set of 23 protein kinase structures target-based pharmacophores; comparison of multiple
protein targets; docking ligands into protein targets

commercial,
standalone: link

JAWS [77] neuraminidase; scytalone dehydratase; Major Urinary
Protein 1; bovine b-lactoglobulin; cyclooxygenase-2

determining the optimal placement of water molecules in a
binding site; binding free energy estimation

implemented in a
modified version of
MCPRO, v. 2.1 [87]

SZMAP [75] HIV-1 protease; neuraminidase;
trypsin; factor Xa; scytalone dehydratase; oligopeptide-
binding protein (OppA);

computation of binding free energies and the
corresponding thermodynamic components for water
molecules in the binding site

commercial link

WaterFLAP [74] adenosine A2A StaR receptor in complex with triazine generating and scoring water networks for both apo and
ligand-complex structures; binding path prediction;
lipophilic hot-spot calculation

commercial,
standalone: link

WaterScore [59] cutinase; xylose isomerase;
penicillopepsin; galactose/glucose binding protein; proteinase
A; rhizopus pepsin; actinidin; DNase I; cholesterol oxidase;
RNAse A; thermitase; lipid binding protein; Fv fragment of
mouse monoclonal antibody D1.3; dihydrofolate reductase

determine conserved water molecule positions; scoring of
protein–ligand interactions and determination of ligand
binding mode with respect to bound and displaced water
molecules

link (currently
unavailable)

WATGEN [72] 126 protein–peptide binding interface structures identification of water sites; selection of the ‘best’ water sites
for ligand docking; solvation thermodynamics; binding free
energy estimation

no information
available

WATsite [71] three different structures of protein–ligand complexes of
factor Xa

identification of water sites; free energy estimation link (currently
unavailable)

WRAPPA [76] vinculin binding-site; truncated SNARE complex;
potassium channel fragment;
human relaxin-3; RNA complexed with Rev peptide; Kv1.3
channel blocker Tc32

identification of water sites, referred to as dehydrons web server: link

WScore [78] a set of 542 binding sites within 506 protein–ligand
complexes, associated with 22 receptors

predicting the location of water sites; producing a detailed
map of the water structure and displacement free energies;
ligand docking and scoring

no information
available

Input – MD simulations
AQUA-DUCT [79,80] Solanum tuberosum epoxide hydrolase [88] high-density water sites’ and/or co-solvent sites’ identification standalone: link
AquaMMapS [85] casein kinase 2;

A2A adenosine receptor
identification of spatial hot spots within the protein
binding site

no information
available

GIST [68] Cucurbit[7]uril (CB7); factor Xa high-density water sites’ identification; map of regions
where the solvent interacts favourably with the surface or
has unfavourable entropy

implemented in
AmberTools

SPAM [84] HIV-1 protease;
hen egg-white lysozyme

qualitative estimation of the thermodynamic profile of
water in hydration sites; binding free energy estimation

implemented in
AmberTools

SSTMap [81] Caspase 3 identification of water sites link
STOW [70] HIV-1 protease-ligand complex;

concanavalin A-carbohydrate complexes;
cyclophilin A-ligand complexes

computation of contribution of discrete ordered water
molecules to the solvation thermodynamics; determine and
analyse water sites

no information
available

WATCLUST [69] AmpC beta-lactamase determine and analyse water sites VMD plugin: link
the direct transfer
of the information
to Autodock

Water-swap [82] neuraminidase in complex with oseltamivir calculation of binding free energy by water-swap reaction
coordinate

part of the
Siremol’s Sire
application: link

WaterMap [67,89] streptavidin;
Cox-2;
antibody DB3;
HIV-1 protease

identification of water sites; solvation thermodynamics;
entropic and enthalpic contributions to the free energy

commercial, part of
the Schrödinger
package: link

WatMD [83] Green Fluorescent Protein;
Mannitol 2-Dehydrogenase

identification of water sites no information
available

*Information about currently unavailable software is in italics.
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Most of the recently developed tools are based on Inhomoge-
neous Fluid Solvation Theory (IFST) derived in 1998 by Lazardis
[64]. IFST is a statistical mechanical method that calculates free
energy differences from short MD or MC simulations by quantify-
ing the effect of a solute acting as a perturbation to bulk water. The
solute may be different molecules, such as proteins, peptides or
other molecules. One of the major advantages of IFST is that the
system is spatially decomposed to consider the contribution of
specific regions to the total solvation free energies. The contribu-
tions of each individual water molecule to the enthalpy are calcu-
lated by computing the average interaction energies, whereas the
contributions to the entropy are calculated from intermolecular
correlations. The Gibbs free energy equation can be used to calcu-
late the contribution to the free energy from the enthalpy and

https://www.modeling.unibas.ch/AcquaAlta
https://www.moldiscovery.com/software/flap/
https://www.eyesopen.com/szmap
https://www.moldiscovery.com/software/flap/
http://www.cus.cam.ac.uk/atg21
http://people.pnhs.purdue.edu/mlill/software
http://www.wrappa.org/
http://www.aquaduct.pl/installation/
https://github.com/KurtzmanLab/SSTMap
http://sbg.qb.fcen.uba.ar/watclust/
https://siremol.org/pages/apps/waterswap.html
https://www.schrodinger.com/watermap
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entropy. The result is then compared with the contribution of one
water molecule to the free energy of bulk water, again calculated
using IFST. The results of IFST depend on the accuracy of the force
field and the water model that was used: a detailed discussion can
be found elsewhere [65,66]. IFST is implemented in WaterMap
[67], GIST [68], WATCLUST [69], STOW [70] and WATsite [71] soft-
ware. Methods based on IFST are limited to the analysis of high-
occupancy hydration sites and therefore omit solvent molecules
found in lower density regions [68] (Fig. 2b).

Some of the software listed in Table 2 perform calculations
based on static input (WATsite, WATGEN [72], FLAP [73], Water-
FLAP [74], SZMAP [75], WRAPPA [76], WaterScore [59], AcquaAlta
[60], JAWS [77] and WScore [78]), while some of them rely on data
obtained from MC or MD simulations (AQUA-DUCT [79,80], GIST
[68], WATCLUST [69], STOW [70], SSTMap [81], WaterMap [67],
Water-swap [82], WatMD [83], SPAM [84] and AquaMMapS
[85]). In static structure-based software, hydration and water sites
are determined by investigating potential binding sites through the
placement of water probes. The only exception is WATsite, which
conducts MD simulations based on the static input structure. In
simulation-based software, the system is simulated with explicit
water molecules, which are free to explore the system’s space.
These water molecules are then clustered in hydration sites, and
their thermodynamic properties are calculated. Some of the soft-
ware only identifies the water sites, without any further informa-
tion, while some can estimate the binding free energy and the
corresponding thermodynamic components for water molecules
in the binding sites. In a very recent paper, the authors combined
WATsite data with neural networks and deep learning to signifi-
cantly improve the speed of water site identification and the calcu-
lation of the free energy contributions [86]. The authors claim that
such an approach will allow the inclusion of solvation components,
such as water-mediated interactions or enthalpically stable hydra-
tion networks in proximity to the protein–ligand complex, in
structure-based ligand design.
4. Software for tunnel detection and transportation phenomena
analysis

The intramolecular voids inside a protein structure, such as cav-
ities, tunnels, channels and pores, are often important for protein
functions [90]. While we have already shown the importance of
cavities, this section focuses on the function of tunnels and chan-
nels. For proteins with a buried active site, tunnels facilitate sub-
strate entry and enable product egress. Tunnels, as well as the
whole protein structure, should not be seen as rigid bodies. In fact,
a reasonable degree of flexibility is often required to maintain the
catalytic reaction. The geometry and amino acid composition of a
particular tunnel determine the shape and chemical properties of
a potential ligand. Tunnels are also equipped with a much more
sophisticated mechanism of small molecule discrimination – gates.
Gates are capable of controlling substrate access to the active site,
preventing solvent access to particular protein regions and syn-
chronising processes occurring in distant parts of the protein
[91]. Tunnels, pores, gates and cavities constitute a dynamic net-
work inside a protein. Therefore, for proper tunnel detection, a sin-
gle crystal structure of a protein may be insufficient. MD
simulations provide a picture of a protein’s movements in an aque-
ous solution. Reasonably long simulations give insights into the
dynamics of the tunnel network. Well-defined tunnels allow fast
water exchange over a time of about 10�9 s, while transient tun-
nels extend the required time up to 10�3 s. In comparison, the
exchange time of water molecules at the protein surface with bulk
ones is in the sub-nanosecond range [92]. Therefore, from the com-
putational point of view, the lengths of the required molecular
dynamics simulations depend on the studied system. In the case
of buried active sites linked with the solvent via a network of tun-
nels, hundreds of nanoseconds are enough to provide good sam-
pling [88,93–96], whereas to observe the exchange of deeply
buried water molecules with the bulk solvent up to as much as
tens of milliseconds are necessary [30]. Shorter simulations can
provide information about the potential pathways of such an
exchange and can suggest mutations that can open an alternative
tunnel [80]. The second parameter which might influence the
required length of simulations is the frequency of gating phenom-
ena. Gates defined by a single amino acid’s rotation require shorter
experiments than those defined by, e.g., loops or controlled by pro-
teins’ breathing motions [91].

The first tunnel detection software used a geometry-based
approach to identify ‘empty spaces’ inside protein structures
[90]. The most successful ones, such as Mole 2.0 [97], CAVER 3.0
[98], and CAVER Analyst 1.0 and 2.0 [99,100], are widely used by
the scientific community, predominantly to describe tunnels iden-
tified in crystal structures. The most successful strategy employs
the construction of a Voronoi diagram to detect and describe voids
within the macromolecule [101,102]. Using a defined probe radius
and internal cavity identification, the software is able to detect
tunnels providing access from the selected area to the surround-
ings. Such a strategy assumes that the tunnels are a summation
of connected cavities and is very often used for the analysis of sin-
gle crystallographic structures. The structural information
obtained on such a basis is mostly incomplete, due to tunnels’ flex-
ibility. Moreover, using spherical probes for tunnel exploration
provides only an approximation of tunnels to tubes with symmet-
rical diameters and thus prevents analysis of tunnels’ asymmetry.
It is also difficult to analyse the regulation and direction of the sol-
vent flow, as well as the contribution of tunnels to an enzyme’s
activity and selectivity. Some of these weaknesses were targeted
in 2014 by a non-spherical approach by Benkaidali et al. [103];
however, due to its complex implementation the tool was rarely
used. Results provided by geometry-based tunnel detection soft-
ware were unable to answer questions about solvent flow direction
and how tunnels contribute to this.

To analyse the solvent flow direction and tunnels’ contribution
to this parameter, we need to concentrate on solvent/ligand anal-
ysis. Several different methods have been implemented, based on
very diverse approaches (Fig. 3). The first attempt was made in
2008 by Bidmon et al. [104], who introduced the Visual Abstrac-
tions of Solvent Pathlines method. The pathways of solvent mole-
cules passing through the particular region of interest (so-called
ROI) were pre-processed and visualised as Bézier curves. The next
attempt at such an analysis was carried out in 2010 by Vasiliev
et al. [105]. Their streamline tracing method was applied to photo-
system II and was used to visualise water flux in particular regions
of the protein. However, the results of the calculations are hard to
interpret, and only a few applications of this method can be found
in the literature [106]. In 2014, Benson and Pleiss proposed a sol-
vent flux method to study water influx in the Candida antarctica
lipase B protein cavity from the triglyceride-water interface
[107]. They introduced a solvent concentration gradient and the
reorientation and rescaling of the velocity vectors of selected water
molecules in order to accelerate the influx and increase the proba-
bility of rare events in the study. Similarly to widely used strategies
(aMD, REMD, SMD and RAMD), it was applied to investigate rare
events in a reasonable computing time range (e.g., it overcame
the significant energy barriers of slow biophysical events). In con-
trast to known methods, this technique allowed the flow of multi-
ple molecules, including the selected solvent molecules, to be
precisely investigated during a single simulation. Since artificial
external forces are introduced to classic MD simulations, one could
be concerned about misleading biases and the complicated proto-



Table 3
List of software and methods for tunnel detection and transportation phenomena observation.

Software or method Applicability Remarks

System Functionality

AQUA-DUCT [79,80] Mus musculus epoxide hydrolase water molecule tracking can be used also for
cavity and hot-spot
detection Standalone:
link

D-amino-acid oxidase [111] tunnel and gating residue detection

Pyrococcus furiosus phosphoglucose isomerase [93] water molecule tracking and occupancy analysis in
the internal cavity

Claudin-2 ion channel [112] ion transportation pathways identification
Solvent flux method [107] Candida antarctica lipase B identification of water access pathway; hot-spot

identification
based on an artificial
gradient. Code not
available.

Streamline tracing [105] photosystem II fibre tracing; tunnel detection; gating residue (access
control points) identification

visual analysis only;
code available on
requestsqualene–hopene cyclase [106] changes in water flow after introducing amino acid

substitution
trj_cavity [108]* Der p 2 protein; TM pore; pullulanase generating the trajectory of discovered cavities,

quantification of time-dependent cavity volume,
solvent presence inside a particular cavity; tunnel
detection

implemented in
GROMACS: link

polydicyclopentadiene [114]; herkinorin [115]; glyci-
doxypropyltrimethoxy silane [116]; mammalian translo-
cator membrane protein [117]; human G-protein coupled
receptors [118]; amyloid fibrils [119]; sperm whale
myoglobin [120]; 07A metalloprotease [121]; human
erythrocyte anion exchanger 1 (Band 3 protein) [122];
amorphous silica [123]; full-length TLR4 dimer [124];
profilin [125]; human serum albumin [126]; laccase
[127]; dengue capsid protein (C protein) [128]; horse-
radish peroxidase; lactoperoxidase [129]; OmpC–MlaA
complex [130–132]; MATE transporter [133]

cavity analysis

cholesteryl ester transfer protein [134]; acyl carrier
proteins [135]

time-dependent cavity analysis

mouse myoglobin [109] analysis of the movement of ligands, movements
within the cavities and tunnels of proteins

Visual Abstractions of
Solvent Pathlines [104]

TEM b-lactamase [136] identification of the role of water in gating loop
flexibility

visual analysis only;
code not available

Watergate [113] haloalkane dehalogenase mutants visualisation of water molecule trajectories visual analysis only;
code available on
request

*For trj_cavity software only recent applications are presented (2017–2019). Information about currently unavailable software is in italics.

Fig. 3. Strategies for tunnel detection and description based on water molecule analysis. (A) Streamline tracing, (B) Solvent Flux, (C) trj_cavity, and (D) AQUA-DUCT water
tracking approach.
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col that is dependent on the system. In 2014 another software pro-
gram emerged as a GROMACS plugin, called trj_cavity [108]. Trj_-
cavity is capable of cavity and tunnel identification together with
time-dependent calculations of their volume and solvent capacity.
In the vast majority of research papers, trj_cavity is used only for
the identification of cavities and calculating their volumes and
occupancy, while only one study was found where the authors
used trj_cavity to actually trace ligands [109]. The existing gap
between tools searching for tunnels and pathways, and advanced
tools for accelerated water flux investigations was filled in 2017

https://www.aquaduct.pl/installation/
https://sourceforge.net/projects/trjcavity/
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by AQUA-DUCT [79], an easy-to-use tool facilitating analysis of the
behaviour of water (and, if necessary, other solvent molecules)
penetrating any selected region in a protein. AQUA-DUCT com-
prises a Valve module, which is capable of tracking water mole-
cules, clustering their trajectories and enabling visualisation in
PyMOL [110]. The Valve module was used to investigate relatively
small proteins, such as D-amino-acid oxidase (DAAO) [111] and
Pyrococcus furiosus phosphoglucose isomerase [93], as well as ion
channels such as claudins [112]. In contrast to the geometry-
based approach, water tracking analysis provides information
about tunnels’ functionality, allows their permeability to be com-
pared and facilitates the detection of the gating residues control-
ling access to the binding cavity. At the same time, Watergate, a
software application for statistical overview of the overall solvent
flow, water trajectory clustering, and visualisation was developed
[113]. The software programs using water molecules for tunnel
detection are listed in Table 3.

Tools based on water molecules as a molecular probe for tunnel
detection (listed in Table 3) can provide much more complex infor-
mation about proteins than simple geometry-based methods. Since
they are focused on the information provided by the solvent itself,
they also take into account the physicochemical properties of the
solute. Such information is useful for examining the effects of the
introduced mutation on the solvent flow and thereby the enzyme’s
activity. By using the pathways of the solvent molecules, the user is
able to identify the key residues important for the enzyme’s activ-
ity and selectivity, and the amino acids that contribute to gating
residues and control small ligands’ entry/egress. These tools can
additionally facilitate the description of cavity shape evolution
during simulation time, which can be used for inhibitor design or
hot-spot detection for substrate specificity modification, and also
the identification of residues distant from the active site which
contribute to the activity and selectivity, and thus can be consid-
ered as a safe alternative to smart mutant library design. However,
it should be kept in mind that to properly sample events such as
substrate entrance, product release or the exchange of the trapped
solvent molecules with the bulk solvent, the analysed simulations
must be of reasonable length and conducted in physiological-like
conditions (please see the Summary and outlook section for more
details).
5. Summary and outlook

The important role of water molecules in structural biology is
reflected by a large number of different software programs dedi-
cated to various types of water-molecule-based analysis. Most of
the software presented here is focused only on particular aspects
of water’s presence in a macromolecular structure, such as its con-
tribution to protein stability, ligand binding and drug design, or
cavity and tunnel description.

Among all the described software, the role of software in opti-
mising water placement inside proteins’ cavities is probably the
most underestimated, although placing water molecules is not a
trivial task. Three different strategies, RISM theory, the docking
of water molecules, and the analysis of conserved water molecules
among similar proteins, are used and complement each other. The
RISM-based software probably provides the most accurate model;
however, it is time-consuming. Docking-based methods are the
fastest; however, they may provide biased results for systems, such
as metalloproteins, proteins with large cavities and protein-nucleic
acids complexes, that are problematic for such software. Both
methods can be considered for the prediction of differences in
water rearrangement when mutant structures are designed. The
third strategy requires a collection of similar structures and may
not be sensitive enough to provide correct predictions when a sin-
gle mutation occurs. Therefore, depending on the investigated sys-
tem, different strategies are optimal for water placement and can
provide reliable starting points for molecular dynamics studies.
As already stated, the water placement method should be consid-
ered as a standard approach for homology models or structures
with introduced amino acid modifications.

Concerning the role of water in the description of ligand bind-
ing, the most commonly used methods are based on IFST. Given
a water site, the software can predict how much free energy is
gained (or lost) by displacing the water molecules that occupied
the potential ligand-binding site. The solvent contribution cannot
be neglected, as was shown in several excellent papers [137–
139], and therefore continuous progress in both the accuracy and
parallel analysis of alternative states is highly desired. Binding
enthalpies and entropies of water molecules may also be calcu-
lated based on Grid Cell Theory (GCT) [140]. This is a recently
developed method for investigating hydration thermodynamics
from a molecular dynamics or Monte Carlo standpoint. In the
GCT approach, the density, enthalpy, entropy and free energy of
water are evaluated for an arbitrary region of space around a sys-
tem of interest. These parameters refer to the water molecules
which enter a particular hydration site of the protein(s) from the
bulk concentration. However, this theory has not yet been imple-
mented in known software. The recent AQUA-DUCT version pro-
vides an approach combining information on water and co-
solvent high-occupancy sites. It can be used for pharmacophore
design and suggests directions for future software development.
All of the abovementioned methods can provide additional support
to drug design and provide more accurate results in comparison to
methods neglecting water molecules’ contribution.

In the third group of software, water molecules are used as a
molecular probe to sample the ‘empty spaces’ in proteins during
molecular dynamics simulations to detect tunnels and cavities.
This field is so far monopolised by a widely used geometry-based
approach which on the one hand is very simple, but provides
rather approximate results. It neglects the tunnels’ asymmetry
and the physicochemical properties of the tunnel-lining amino
acids. Therefore, it is difficult to use such software for analysis of
tunnels’ functionality. The alternative approaches presented in
our review are a most diverse group of software utilising water
as a molecular probe. Depending on the implemented algorithms,
they provide information about local water flow changes (such as
the streamline tracing method), changes in cavity volumes (trj_-
cavity) or can provide a holistic picture of water flow via tunnel
networks and an approximation of the energy profiles of particular
pathways (AQUA-DUCT). The utilisation of water for cavity and
tunnel description removes most of the limitations of the standard
approach. It seems that using water molecules as a molecular
probe enables more sophisticated analysis of the substrate trans-
portation network provided by tunnels, handling tunnels and cav-
ities together and describing the protein interior in a holistic way
as a single entity. However, so far it is hard to provide an estima-
tion of how accurate they are. This problem is caused not only by
difficulties in experimental verification of their findings, nor the
question of how accurately the hydrophobic cavities can be
described, but also due to the lack of benchmarks for the perfor-
mance inside protein structures of the different water models used
in MD simulations.

Protein engineering is one of the most promising, but still lar-
gely unexplored, fields of application for software focused on the
analysis of water as a molecular probe. So far, most of the examples
of such studies are focused on understanding the changes intro-
duced by mutant proteins’ construction. However, there are papers
showing the potential applicability of the water-based approach
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for hot-spot detection [88] and mutant library design [111]. Suc-
cessful verification of such a strategy can greatly facilitate protein
engineering and provide an interesting and easy-to-apply tech-
nique. Also, using the information on the water molecules’ (or
small ligands, or other types of solvent molecules) tracking, the
user gains knowledge on a protein’s internal architecture, which
might be used to develop a successful strategy for further modifi-
cations; for instance, to search for more potent inhibitors which
will explore previously unused cavities, or to improve the protein’s
activity and/or selectivity by adjusting the pathways leading to and
from the active site.

Since the analysis of water-mediated interactions has become
of greater interest, we hope that the number and quality of soft-
ware programs using water molecules to analyse macromolecules’
properties will only increase. However, progress in this promising
area cannot be achieved without the further joint efforts of theo-
reticians and experimentalists. One needs to consider that the
majority of the tools described above depend on water models
and force fields (e.g., tools based on Inhomogeneous Fluid Solva-
tion Theory or benefiting from MD simulations). Both force fields
and water models are being constantly upgraded to provide more
accurate descriptions of studied systems. For example, the most
recent papers of Huang, et al. provide force fields which can be
used for both ordered and disordered proteins [141]. Recent
four-point water models have improved the description of its ther-
modynamic properties; however, water molecules’ non-bonded
interactions still require validation [142]. Nevertheless, the major-
ity of computational studies employ simple non-polarizable mod-
els of water (e.g., TIP3P, SPC/E, TIP4P) and assume that they will
describe water molecules in macromolecular surroundings equally
well as in the bulk water. Unfortunately, there is no study that can
confirm such a presupposition, simply due to the limited access to
experimental data providing insight into water’s behaviour inside a
protein’s core. Moreover, even the benchmark analysis of a partic-
ular software data’s dependency on the used parameters is very
limited. As we mentioned above, the comparison of the IFST results
obtained with different water models suggests that the quantita-
tive application of IFST to biological systems is strictly model-
dependent and has to be carefully analysed. Fortunately, several
successful verifications of the findings guided by the software
developed to analyse the behaviour and/or properties of water
molecules have accelerated research in the field of protein research
and each year bring to the scientific community new, optimised,
versatile and reliable tools which greatly improve our understand-
ing of nature.

Funding

This work was funded by the National Science Centre, Poland,
grant no DEC-2013/10/E/NZ1/00649 and DEC-2015/18/M/
NZ1/00427.

Conflict of interest

None declared.

CRediT authorship contribution statement
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Abstract

Motivation: Tunnels, pores, channels, pockets and cavities contribute to proteins architecture and performance.
However, analysis and characteristics of transportation pathways and internal binding cavities are performed separ-
ately. We aimed to provide universal tool for analysis of proteins integral interior with access to detailed information
on the ligands transportation phenomena and binding preferences.

Results: AQUA-DUCT version 1.0 is a comprehensive method for macromolecules analysis from the intramolecular
voids perspective using small ligands as molecular probes. This version gives insight into several properties of mac-
romolecules and facilitates protein engineering and drug design by the combination of the tracking and local map-
ping approach to small ligands.
Availability and implementation: http://www.aquaduct.pl.
Contact: info@aquaduct.pl
Supplementary information: Supplementary data are available at Bioinformatics online.

1 Introduction

One of the most extensively used methods for the in silico study of
macromolecules is molecular dynamics (MD) simulation. MD simu-
lations have increased our knowledge of the conformational changes
of proteins’ regulatory elements such as gates (Gora et al., 2013) or
loops (Kreß et al., 2018). They improved our understanding of the
role of water in protein folding and stability, in shaping enzyme ac-
tivity and selectivity, or in drug design (Mondal et al., 2017;
Spyrakis et al., 2017). Finally MD simulations enabled analysis of
intramolecular voids, described as cavities (Stank et al., 2016) and
tunnels (Kingsley and Lill, 2015; Marques et al., 2016), contributing
to the macromolecules’ stability, functionality, activity and selectiv-
ity (Kokkonen et al., 2019). More than 64% of enzymes are
equipped with active sites buried inside the protein core (Pravda
et al., 2014), and investigation of the ligands’ entry pathways is con-
sidered as essential for future improvements in de novo designed
enzymes (Huang et al., 2016). However, the description of protein
interior dynamics is not a trivial problem, since the commonly used
sphere approximation fails to give an accurate description of asym-
metric volumes and neglects the physicochemical properties of the
interior—factors essential for the transportation of reagents
(Kaushik et al., 2018).

2 Materials and methods

AQUA-DUCT 1.0 is an extension of the approach focused on mole-
cules tracking (Magdziarz et al., 2017). It goes beyond identification
of the functionally relevant tunnels towards identification of struc-
turally important residues and/or regions of macromolecules, ap-
proximation of free energy profiles of transportation pathways and
an analysis of the evolution of the voids’ and hot-spots dynamics
(Fig. 1 and Supplementary Fig. S1). It reverses the standard ap-
proach of describing the evolution of macromolecules’ dynamics
through their atoms’ movement analysis and enables investigation
of macromolecules from the perspective of ‘intramolecular voids’.
To achieve this goal, we sample macromolecules’ dynamics employ-
ing small entities in simulations (most frequent water molecules, but
also other co-solvent, ions or other ligands). They are used as specif-
ic ‘chemical probes’, and their trajectories (Supplementary Figs S2
and S3) and occupancies (Supplementary Fig. S4) are analyzed to
discriminate between functionally relevant compartments and to
overcome the limitations of geometrically based approaches.

2.1 Small molecules tracking analysis
AQUA-DUCT 1.0 allows not only to detect, describe and compare
tunnels’ relevance and performance based on the number of
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molecules transported via a particular pathway (Fig. 1a and b), but
also provides an approximation of transportation free energy pro-
files between pre-selected tunnels’ entries (Fig. 1c). The analysis of
solvent molecules’ pathways allows for the identification of rare
events which might correspond either to poorly sampled states, like
aquaduct tunnel (W) in cytochrome P450 3A4 (Supplementary Fig.
S5) or may suggest the localization of tunnels which can be designed
de novo (Fig. 1d and Supplementary Fig. S6). Full statistical and
quantitative analysis (Supplementary Fig. S7) is complemented by
the visualization of raw and smoothed paths geometries
(Supplementary Fig. S8), and the shape of ligands entry/exit areas
(Supplementary Fig. S9).

2.2 Local-distribution analysis
The paths of molecules entering the protein interior can be struc-
tured and divided into distinct compartments corresponding to un-
disturbed passages and trapped molecules (Supplementary Fig. S2).
The analysis of solvent trajectories can provide information about
functionally relevant residues responsible for ligand trapping, which
can vary depending on the tracked ligand (Supplementary Fig. S10).
To simplify the identification of such residues, we calculate the local
solvent distribution, which facilitates the detection of hot-spots,
defined as compact volumes with high solvent occupancy
(Supplementary Fig. S4). This approach can be used for the fast

identification of functionally important residues (e.g. gates) or mole-
cules (e.g. catalytic water molecules), the description of hydrophilic/
hydrophobic regions in the protein core (Supplementary Figs S11
and S12) and also for drug design (Fig. 1e).

2.3 Modes
The AQUA-DUCT 1.0 provides four distinct modes of analysis
(Supplementary Fig. S13). The standard mode is used for the routine
analysis of a single MD simulation. The sandwich mode enables the
parallel analysis of multiple runs of individual simulations with dif-
ferent topologies (approximation of a macroscopic picture of the
analyzed molecule). The time-window mode allows the analysis of
long trajectories in pre-defined time windows and thus facilitates the
identification of equivalent or alternative states (Supplementary Fig.
S12). Different and rare conformations can be correctly described
with the consolidator mode (Supplementary Fig. S14). Pre-selected
frames of the simulation can be merged together to provide a
pre-treated trajectory with enhanced sampling of a rare event [e.g.
substrate entry (Supplementary Fig. S14) or the rare opening of an
alternative pathway Fig. 1d] and efficiently analyzed. The obtained
data can be used for the alternative design of enhanced catalysts or
new inhibitors, as well as used as high-quality preliminary data com-
parable with Markov model results.

3 Conclusions

Our method is able to analyze dynamic changes in the spatial distri-
bution of the physicochemical properties with user-defined time-
scales and resolution, and also with easy and fast insight into the
geometry of macromolecules’ interiors and the approximation of
transport energy barriers via particular pathways. The application
of ‘ligands-tracking’ and ‘local-distribution’ approaches together
with the introduction of a ‘chemical probe’ overcomes most of the
limitations of currently available tools. The user receives direct ac-
cess to information about the active site, potential hot-spots, func-
tional residues, the network of internal transportation pathways and
functional voids and cavities and benefits from modules that can fa-
cilitate the understanding of macromolecules, protein engineering
and drug design.
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Abstract: The novel coronavirus whose outbreak took place in December 2019 continues to spread
at a rapid rate worldwide. In the absence of an effective vaccine, inhibitor repurposing or de novo
drug design may offer a longer-term strategy to combat this and future infections due to similar
viruses. Here, we report on detailed classical and mixed-solvent molecular dynamics simulations of
the main protease (Mpro) enriched by evolutionary and stability analysis of the protein. The results
were compared with those for a highly similar severe acute respiratory syndrome (SARS) Mpro
protein. In spite of a high level of sequence similarity, the active sites in both proteins showed major
differences in both shape and size, indicating that repurposing SARS drugs for COVID-19 may be
futile. Furthermore, analysis of the binding site’s conformational changes during the simulation
time indicated its flexibility and plasticity, which dashes hopes for rapid and reliable drug design.
Conversely, structural stability of the protein with respect to flexible loop mutations indicated that
the virus’ mutability will pose a further challenge to the rational design of small-molecule inhibitors.
However, few residues contribute significantly to the protein stability and thus can be considered as
key anchoring residues for Mpro inhibitor design.

Keywords: coronavirus; SARS-CoV; SARS-CoV-2; COVID-19; molecular dynamics simulations;
ligand tracking approach; drug design; small-molecule inhibitors; evolutionary analysis

1. Introduction

In early December 2019, the first atypical pneumonia outbreak associated with the novel
coronavirus of zoonotic origin (SARS-CoV-2) appeared in Wuhan City, Hubei Province, China [1,2].
In general, coronaviruses (CoVs) are classified into four major genera: Alphacoronavirus,
Betacoronavirus (which primarily infect mammals), Gammacoronavirus, and Deltacoronavirus
(which primarily infect birds) [3–5]. In humans, coronaviruses usually cause mild to moderate
upper-respiratory tract illnesses, such as the common cold, however, the rarer forms of CoVs can be
lethal. By the end of 2019, six kinds of human CoV have been identified: HCoV-NL63; HCoV-229E,
belonging to Alphacoronavirus genera; HCoV-OC43; HCoV-HKU1; severe acute respiratory syndrome
(SARS-CoV); and Middle East respiratory syndrome (MERS-CoV), belonging to Betacoronavirus
genera [4]. Of the aforementioned CoVs, the latter two are the most dangerous and have been
associated with the outbreak of two epidemics at the beginning of the 21st century [6]. In January

Int. J. Mol. Sci. 2020, 21, 3099; doi:10.3390/ijms21093099 www.mdpi.com/journal/ijms

http://www.mdpi.com/journal/ijms
http://www.mdpi.com
https://orcid.org/0000-0001-6802-8753
https://orcid.org/0000-0002-0183-0845
https://orcid.org/0000-0001-9976-0429
https://orcid.org/0000-0003-2530-6957
http://www.mdpi.com/1422-0067/21/9/3099?type=check_update&version=1
http://dx.doi.org/10.3390/ijms21093099
http://www.mdpi.com/journal/ijms


Int. J. Mol. Sci. 2020, 21, 3099 2 of 17

2020, SARS-CoV-2 was isolated and announced as a new, seventh type of human coronavirus. It was
classified as a Betacoronavirus [2]. On the basis of the phylogenetic analysis of the genomic data
of SARS-CoV-2, Zhang et al. indicated that SARS-CoV-2 is most closely related to two SARS-CoV
sequences isolated from bats in 2015 and 2017. This suggests that the bat CoV and SARS-CoV-2 share a
common ancestor, and the new virus can be considered as a SARS-like virus [7].

The genome of coronaviruses typically contains a positive-sense, single-stranded RNA but it
differs in size ranging between ≈26 and ≈32 kb. It also includes a variable number of open reading
frames (ORFs), from 6 to 11. The first ORF is the largest, encoding nearly 70% of the entire genome
and 16 non-structural proteins (nsps) [3,8]. Of the nsps, the main protease (Mpro, also known as a
chymotrypsin-like cysteine protease, 3CLpro), encoded by nsp5, has been found to play a fundamental
role in viral gene expression and replication, and thus it is an attractive target for anti-CoV drug
design [9]. The remaining ORFs encode accessory and structural proteins, including spike surface
glycoprotein (S), small envelope protein (E), matrix protein (M), and nucleocapsid protein (N).

On the basis of the three sequenced genomes of SARS-CoV-2 (Wuhan/IVDC-HB-01/2019,
Wuhan/IVDC-HB-04/2019, and Wuhan/IVDC-HB-05/2019, provided by the National Institute for
Viral Disease Control and Prevention, CDC, China), Wu et al. performed a detailed genome annotation.
The results were further compared to related coronaviruses—1008 human SARS-CoV, 338 bat SARS-like
CoV, and 3131 human MERS-CoV, indicating that the three strains of SARS-CoV-2 have almost identical
genomes with 14 ORFs, encoding 27 proteins including 15 non-structural proteins (nsp1–10 and
nsp12–16), 4 structural proteins (S, E, M, N), and 8 accessory proteins (3a, 3b, p6, 7a, 7b, 8b, 9b, and
orf14). The only identified difference in the genome consisting of ≈29.8 kb nucleotides consisted of five
nucleotides. The genome annotation revealed that SARS-CoV-2 is fairly similar to SARS-CoV at the
amino acid level, however, there are some differences in the occurrence of accessory proteins, such as
the fact that the 8a accessory protein, present in SARS-CoV, is absent in SARS-CoV-2, as well as the fact
that the lengths of 8b and 3b proteins do not match. The phylogenetic analysis of SARS-CoV-2 showed
it to be most closely related to SARS-like bat viruses, but no strain of SARS-like bat virus was found to
cover all equivalent proteins of SARS-CoV-2 [10].

As previously mentioned, the main protease is one of the key enzymes in the viral life cycle.
Together with other non-structural proteins (papain-like protease, helicase, RNA-dependent RNA
polymerase) and the spike glycoprotein structural protein, it is essential for interactions between the
virus and host cell receptor during viral entry [11]. Initial analyses of genomic sequences of the four
nsps mentioned above indicate that those enzymes are highly conserved, sharing more than 90%
sequence similarity with the corresponding SARS-CoV enzymes [12].

The first released crystal structure of the Mpro of SARS-CoV-2 (PDB) ID: 6lu7) was obtained
by Prof. Yang’s group from ShanghaiTech by co-crystallisation with a peptide-like inhibitor N-[(5
methylisoxazol-3-yl)carbonyl]alanyl-L-valyl-N~1-((1R,2Z)-4-(benzyloxy)-4-oxo-1-{[(3R)-2-oxopyrrolidin
-3-yl]methyl}but-2-enyl)-L-leucinamide (N3 or PRD_002214) [13]. The same inhibitor was co-crystallised
with other human coronaviruses, such as HCoV-NL63 (PDB ID: 5gwy), HCoV-KU1 (PDB ID: 3d23), or
SARS-CoV (PDB ID: 2amq). This enzyme naturally forms a dimer, each of whose monomer consists of
the N-terminal catalytic region and a C-terminal region [14]. Although 12 residues differ between both
CoVs, only one, namely, S46 in SARS-CoV-2 (A46 in SARS-CoV), is located in the proximity of the
entrance to the active site. However, such a small structural change would typically be not expected to
substantially affect the binding of small molecules [12]. Such an assumption would routinely involve
the generation of a library of derivatives and analogous on the basis of the scaffold of a drug that
inhibits the corresponding protein in the SARS-CoV case. As shown in the present paper, regrettably,
this strategy is not likely to succeed with SARS-CoV-2 for Mpro as a molecular target.

In this study, we investigated how only 12 different residues, located mostly on the protein’s
surface, may affect the behaviour of the active site pocket of the SARS-CoV-2 Mpro protein. To this end,
we performed classical molecular dynamics simulations (cMD) of both SARS and SARS-CoV-2 Mpros,
as well as mixed-solvents molecular dynamics simulations (MixMD) combined with small molecules’
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tracking approach to analyse the conformational changes in the binding site. The experiment setup
and methodology workflow is presented in Figure S1. Despite the structural differences in the active
sites of both Mpro proteins, major issues involving plasticity and flexibility of the binding site could
result in significant difficulties in inhibitor design for this molecular target. Indeed, an in silico attempt
has already been made involving a massive virtual screening for Mpro inhibitors of SARS-CoV-2 using
Deep Docking [15]. Other recent attempts focused on virtual screening for putative inhibitors of the
same main protease of SARS-CoV-2 on the basis of the clinically approved drugs [16–21], and also on the
basis of the compounds from different databases or libraries [22–24]. However, none of such attempts
is likely to lead to clinical advances in the fight against SARS-CoV-2 for reasons we elaborate below.

2. Results

2.1. Crystal Structure Comparison, and Location of the Replaced Amino Acids Distal to the Active Site

The first SARS-CoV-2 main protease’s crystallographic structure was made publicly available
through the Protein Data Bank (PDB) [25] as a complex with an N3 inhibitor (PDB ID: 6lu7) [13]. Next,
the structure without the inhibitor was also made available (PDB ID: 6y2e) [26]. We refer to these
structures as SARS-CoV-2 MproN3 and SARS-CoV-2 Mpro, respectively. We also used two structures of
the SARS-CoV main protease: one, referred to as SARS-CoV MproN3 (PDB ID: 2amq), co-crystallised
with the same N3 inhibitor, and the other without an inhibitor (PDB ID: 1q2w), which we refer to as
SARS-CoV Mpro. The SARS-CoV-2 Mpro and SARS-CoV Mpro structures differ by only 12 amino
acids located mostly on the proteins’ surface (Figure 1A, Table S1). Both enzymes share the same
structural composition; they comprise three domains: domains I (residues 1–101) and II (residues
102–184) consist of an antiparallel β-barrel, and the α-helical domain III (residues 201–301) is required
for the enzymatic activity [27]. Both enzymes resemble the structure of cysteine proteases, although
their active site is lacking the third catalytic residue [28]; their active site comprises a catalytic dyad,
namely, H41 and C145, and a particularly stable water molecule forms at least three hydrogen bond
interactions with surrounding residues, including the catalytic histidine, which corresponds to the
position of a third catalytic member (Figure 1B). It should be also noted that one of the differing amino
acids in SARS-CoV-2 Mpro, namely, S46, is located on a C44-P52 loop, which is flanking the active
site cavity.
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Figure 1. The differences between the severe acute respiratory syndrome coronavirus main protease
(SARS-CoV Mpro) and SARS-CoV-2 Mpro structures. (A) The overall structure of both SARS-CoV
and SARS-CoV-2 Mpros with differing amino acids are marked as black (SARS-CoV Mpro) and blue
(SARS-CoV-2 Mpro). (B) Close-up of the active site cavity and bound N3 inhibitor into SARS-CoV
(black sticks) and SARS-CoV-2 (blue sticks) Mpros. The catalytic water molecule that resembles the
position of the third member of the catalytic triad adopted from the cysteine proteases is shown for both
SARS-CoV (black sphere) and SARS-CoV-2 (blue sphere) Mpros. The active site residues are shown as
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red sticks and the proteins’ structures are shown in surface representation. The differing residues in
position 46 located near the entrance to the active site are marked with an asterisk (*) on the (A) and as
blue and black lines on the (B) panel.

2.2. Plasticity of the Binding Cavities

A total of 2 µs classical molecular dynamics (cMD) simulations of both SARS-CoV-2 and SARS-CoV
Mpros with different starting points were run to examine the plasticity of their binding cavities.
As different starting points we used (i) SARS-CoV-2 Mpro apo structure; (ii) SARS-CoV-2 Mpro with an
N3 ligand, which was removed before starting the simulation; (iii) SARS-CoV Mpro apo structure; and
(iv) SARS-CoV Mpro with the same N3 ligand, which was also removed before starting the simulation.
A total of 10 replicas of 50 ns classical molecular dynamics simulations were performed for each protein.
To improve conformation sampling, the starting geometry for each system was kept but the initial
vectors were randomly assigned. A combination of the cMD approach with water molecules used as
molecular probes is assumed to provide a highly detailed picture of the protein’s interior dynamics [29].
The small molecules tracking approach was used to determine the accessibility of the active site pocket
in both SARS-CoV and SARS-CoV-2 Mpros, and a local distribution approach was used to provide
information about an overall distribution of solvent in the proteins’ interior. To properly examine the
flexibility of both active site cavities, we used the time-window mode implemented in AQUA-DUCT
software [30] to analyse the water molecules’ flow through the cavity in a 10 ns time step and combined
that with the outer pocket calculations to examine the plasticity and maximal accessible volume (MAV)
of the binding cavity.

Surprisingly, despite their high similarity, the binding cavities of SARS-CoV and SARS-CoV-2
Mpros showed significantly different MAV (Wald test, z = 2597, p < 0.05). Both proteins reduced their
MAV upon inhibitor binding by approximately 20%, but the maximal volume of SARS-CoV was over
50% larger than those of SARS-CoV-2 (Figure 2 and Figure S2).
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SARS-CoV-2) and structures with co-crystallised N3 inhibitor (SARS-CoVN3 and SARS-CoV-2N3) used
as different starting points for 10 replicas of 50 ns per structure. The position of the blue sphere (hot-spot
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2.3. Flexibility of the Active Site Entrance

To further examine the plasticity and flexibility of the main proteases binding cavities, we focused
on the movements of loops surrounding their entrances and regulating the active sites’ accessibility.
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We found that one of the analysed loops of the SARS-CoV Mpro, namely, C44-P52 loop, was more
flexible than the corresponding loops of SARS-CoV-2 Mpro structure, whereas the adjacent loops were
mildly flexible (Figure 3). This could be indirectly assumed from the absence of the C44-P52 loop
in the crystallographic structure of SARS-CoV Mpro structure. On the other hand, such flexibility
could suggest that the presence of an inhibitor might stabilise the loops surrounding the active site.
The analysis of B-factors of all deposited Mpro crystal structures fully confirmed these statements
(Figure S3). It is worth adding that this loop was carrying the unique SARS-CoV-2 Mpro residue S46.
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Figure 3. Flexibility of loops surrounding the entrance to the binding cavity of (A) SARS-CoV-2 Mpro,
(B) SARS-CoV Mpro, (C) SARS-CoV MproN3, and (D) SARS-CoV MproN3. For the picture clarity, only
residues creating loops were shown. Upper row: RMSF data. The active site residues are shown as
red sticks, and the A46S replacement between SARS-CoV and SARS-CoV-2 main proteases is shown
as light blue sticks. The width and colour of the shown residues reflect the level of loop flexibility.
The wider and darker residues are more flexible. Lower row: the results of normal mode analysis
as a superposition of active site surroundings; structures are coloured white—initial conformation,
black—final conformation, gray—transient conformation.

2.4. Cosolvent Hot-Spots Analysis

The mixed-solvent MD simulations were run with six cosolvents: acetonitrile (ACN), benzene
(BNZ), dimethylsulfoxide (DMSO), methanol (MEO), phenol (PHN), and urea (URE). Cosolvents were
used as specific molecular probes, representing different chemical properties and functional groups
that would complement the different regions of the binding site and the protein itself. Using small
molecules tracking approach, we analysed the flow through the Mpros structures and identified the
regions in which those molecules were being trapped and/or caged, located within the protein itself
(global hot-spots; Figures S4 and S5) and inside the binding cavity (local hot-spots; Figure 4 and Figure
S6). The size and location of both types of hot-spots differed and provided complementary information.
The global hot-spots identified potential binding/interacting sites in the whole protein structure and
additionally provided information about regions attracting particular types of molecules, whereas
local hot-spots described the actual available binding space of a specific cavity.
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Figure 4. Localisation of the local hot-spots identified in the binding site cavities in SARS-CoV-2 and
SARS-CoV main proteases. Hot-spots of individual cosolvents are represented by spheres, and their size
reflects the hot-spot density. The colour coding is as follows: purple—urea, green—dimethylsulfoxide,
yellow—methanol, orange—acetonitrile, pink—phenol, red—benzene. The active site residues are
shown as red sticks, and the proteins’ structures are shown in cartoon representation; loop 44–52 is grey.
The proteins’ structures come from the MD simulation snapshots (first frame of the production stage).

The general distribution of the global hot-spots from particular cosolvents was quite similar and
verified specific interactions with the particular regions of the analysed proteins. A notable number of
hot-spots were located around the amino acids that varied between the SARS-CoV-2 and SARS-CoV
Mpros (Figures S4 and S5). The largest number and the densest hot-spots are located within the
binding cavity and the region essential for Mpro dimerisation [31], between the II and III domains.
The binding cavity is particularly occupied by urea, benzene, and phenol hot-spots, which is especially
interesting because these solvents exhibit different chemical properties. In addition, the analysis
performed by PARS server [32] detected three cavities located between domain II and III that could
contribute significantly to the protein flexibility; however, none of them was found as conserved and
therefore were not considered as regulatory sites.

A close inspection of the binding site cavity provided further details of cosolvent distribution. The
benzene hot-spots for the SARS-CoV-2 Mpro structure are localised deep inside the active site cavity,
whereas SARS-CoV Mpro features mostly benzene hot-spots at the cavity entrance (Figure 5). This is
interesting because, in the absence of cosolvent molecules, the water accessible volume for SARS-CoV-2
Mpro was 50% smaller than in the case of SARS-CoV Mpro, underlining huge plasticity of the binding
cavity and suggesting large conformational changes induced by interaction with a potential ligand.
It is also interesting that both global and local hot-spots of the SARS-CoV Mpro structure are located in
the proximity of the C44-P52 loop, which potentially regulates the access to the active site.
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Figure 5. Localisation of the evolutionary-correlated residues of Mpros (black sticks). The correlated
mutation analysis (CMA) analysis provided four groups of evolutionary-correlated residues. The
SARS-CoV-2 Mpro structure is presented as a cartoon, the active site residues are shown as red sticks,
the unique residues of the SARS-CoV-2 Mpro as blue sticks, and the asterisk (*) indicates the residue
belonging to the evolutionary-correlated residues, unique for SARS-CoV Mpro. The loop C44-P52 is
coloured black and the F185-T201 loop is orange. Please note that within one of the correlated groups
(upper left), the residues from C44-P52 loop are correlated with Q189 from the linker loop and with
residue from III domain.

2.5. Potential Mutability of SARS-CoV-2

In general, all the above-mentioned findings indicate potential difficulties in the identification of
specific inhibitors toward Mpro proteins. First, the binding site itself is characterised by large plasticity
(over 20% change of the MAV upon ligand binding) and probably even distant to active site mutations
modify Mpro binding properties. Secondly, the C44-P52 loop regulates access to the active site and
can contribute to the discrimination of potential inhibitors. Therefore, additional mutations in the
above-mentioned regions, which could appear during further SARS-CoV-2 evolution, can significantly
change the affinity between Mpro and its ligands. To verify potential threat of further mutability
of the Mpro protein, we performed (i) correlated mutation analysis (CMA) on multiple sequence
alignment, (ii) the analysis of the contribution of already identified differences between the SARS-CoV
and SARS-CoV-2 Mpros to protein stability, and (iii) prediction of further possible mutations caused by
the most probable mutations, the substitution of single nucleotides in the mRNA sequence of Mpro.

Indeed, the analysis performed with Comulator software [33] showed that within viral Mpros,
evolutionary-correlated residues are dispersed throughout the structure. This indirectly supports our
previous findings that distant amino acid mutation can contribute substantially to the binding site
plasticity. It is worth adding that among evolutionary-correlated residues, we identified also those
that differ between SARS-CoV-2 and SARS-CoV Mpros, located on the C44-P52 loop (Figure 5) and
the F185-T201 linker loop. The CMA analysis indicated that particular residues in both loops are
evolutionary-correlated. The Q189 from the linker loop correlates with residues from the C44-P52 loop,
whereas R188, A191, and A194 correlate with selected residues from all domains, but not with the
C44-P52 loop. As was shown, the mutation of amino acids distant from active site residues, which are
evolutionary correlated, is most likely to modify the active site accessibility [34].
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In the interest of examining the energetical effect of the 12 amino acid replacement in the
SARS-CoV-2 Mpro structure, we calculated their energetic contributions to the protein’s stability using
FoldX [35]. As expected, the differences in total energies of the SARS-CoV Mpro and variants with
introduced mutation from SARS-CoV-2 Mpro residue did not represent a significant energy change
(Table S1). The biggest energy reduction was found for mutation H134F (−0.85 kcal/mol) and mutations
R88K, S94A, T285A, and I286L only slightly reduced the total energy (Table S1).

To investigate further possible mutations of SARS-CoV-2 Mpro, single nucleotide substitutions
were introduced to the SARS-CoV-2 main protease gene. If a substitution of a single nucleotide caused
translation to a different amino acid compared to the corresponding residue in the wild-type structure,
an appropriate mutation was proposed with FoldX calculations. The most energetically favourable
potential mutations were chosen on the basis of a −1.5 kcal/mol threshold (Figure 6A, Table S2). Most
of the energetically favourable potential mutations include amino acids that are solvent-exposed on
the protein’s surface, according to NetSurfP [36] results. These results show that in general, exposed
amino acids are more likely to mutate.

Int. J. Mol. Sci. 2020, 21, x FOR PEER REVIEW 8 of 17 

 

the C44-P52 loop. As was shown, the mutation of amino acids distant from active site residues, 
which are evolutionary correlated, is most likely to modify the active site accessibility [34]. 

In the interest of examining the energetical effect of the 12 amino acid replacement in the 
SARS-CoV-2 Mpro structure, we calculated their energetic contributions to the protein’s stability 
using FoldX [35]. As expected, the differences in total energies of the SARS-CoV Mpro and variants 
with introduced mutation from SARS-CoV-2 Mpro residue did not represent a significant energy 
change (Table S1). The biggest energy reduction was found for mutation H134F (−0.85 kcal/mol) and 
mutations R88K, S94A, T285A, and I286L only slightly reduced the total energy (Table S1). 

To investigate further possible mutations of SARS-CoV-2 Mpro, single nucleotide substitutions 
were introduced to the SARS-CoV-2 main protease gene. If a substitution of a single nucleotide 
caused translation to a different amino acid compared to the corresponding residue in the wild-type 
structure, an appropriate mutation was proposed with FoldX calculations. The most energetically 
favourable potential mutations were chosen on the basis of a −1.5 kcal/mol threshold (Figure 6A, 
Table S2). Most of the energetically favourable potential mutations include amino acids that are 
solvent-exposed on the protein’s surface, according to NetSurfP [36] results. These results show that 
in general, exposed amino acids are more likely to mutate. 

 

Figure 6. Potential mutability of SARS-CoV-2 Mpro. (A) Structure of SARS-CoV-2 Mpro with the 
most energetically favourable potential mutations of amino acids marked as green surface. Positions 
of amino acids that differ from the ones in SARS-CoV Mpro structure marked as blue sticks. Catalytic 
dyad marked as red. (B) The catalytic site of SARS-CoV-2 Mpro is shown as surface with the most 
energetically favourable potential mutations shown as green, neutral as white, and unfavourable as 
red. The C44-P52 loop is shown as black mesh. 

Additionally, the potential mutability of the binding cavity was investigated. Residues 
belonging to the binding cavity were found within 7 Å from the N3 inhibitor. Then, we calculated 
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probably the most important message comes from the analysis of the potential mutability of the 
C44-P52 loop. Mutation of four of them has a stabilising effect for the protein, and is near-neutral for 
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significantly reduce the potential use of this protein as a molecular target for coronavirus treatment 
due to a highly probable development of drug resistance of this virus through mutations. 
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Figure 6. Potential mutability of SARS-CoV-2 Mpro. (A) Structure of SARS-CoV-2 Mpro with the most
energetically favourable potential mutations of amino acids marked as green surface. Positions of
amino acids that differ from the ones in SARS-CoV Mpro structure marked as blue sticks. Catalytic
dyad marked as red. (B) The catalytic site of SARS-CoV-2 Mpro is shown as surface with the most
energetically favourable potential mutations shown as green, neutral as white, and unfavourable as
red. The C44-P52 loop is shown as black mesh.

Additionally, the potential mutability of the binding cavity was investigated. Residues belonging
to the binding cavity were found within 7 Å from the N3 inhibitor. Then, we calculated the differences
in the Gibbs free energy of protein folding with respect to the wild-type protein (Table S3) and presented
the results as a heat map. The most energetically favourable potential mutations are shown as green,
neutral as white, and unfavourable as red (Figure 6B). Interestingly, residues forming the catalytic dyad,
namely, H41 and C145, are also prone to mutate. However, probably the most important message
comes from the analysis of the potential mutability of the C44-P52 loop. Mutation of four of them has a
stabilising effect for the protein, and is near-neutral for the rest the effect. These results indicate that
the future evolution of the Mpro protein can significantly reduce the potential use of this protein as a
molecular target for coronavirus treatment due to a highly probable development of drug resistance of
this virus through mutations.

3. Discussion

The analysis of water molecules’ distribution and trajectories can be used for the analysis of
proteins’ structural features and biochemical properties. It also provides additional support to the
drug design and investigation of protein interior [29,37,38]. As we have shown in previous research,
tracking of water molecules in the binding cavity combined with the local distribution approach can
identify catalytic water positions [39]. Indeed, despite differences in the size and dynamics of the
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binding cavities of SARS-CoV and SARS-CoV-2 Mpros, the main identified water was always found in
a position next to the H41 residue (Figure 2), and this location is assumed to indicate catalytic water of
Mpro replacing the missing third catalytic site amino acid [28]. That was the first quality check of our
methodology that approved our approach, and has initiated further investigations.

As reported in the previous research, the overall plasticity of Mpro is required for proper enzyme
functioning [26,40]. In the case of SARS-CoV the truncation of the linker loop (F185-T201) gave rise
to a significant reduction in protein activity and confirmed that the proper orientation of the linker
allows the shift between dimeric and monomeric forms [41]. Dimerisation of the enzyme is necessary
for its catalytic activity, and the proper conformation of the seven N-terminal residues (N-finger) is
required [42]. In SARS-CoV-2 Mpro, the T285 is replaced by alanine, and the I286 by leucine. It has been
shown that replacing S284, T285, and I286 by alanine residues in SARS-CoV Mpro leads to a 3.6-fold
enhancement of the catalytic activity of the enzyme. This is accompanied by changes in the structural
dynamics of the enzyme that transmit the effect of the mutation to the catalytic centre. Indeed, the
T285A replacement observed in the SARS-CoV-2 Mpro allows the two domains III to approach each
other a little closer [43].

The comparison of MD simulations of both main proteases initiated from different starting
conformations (with and without N3 inhibitor) suggests that besides plasticity of the whole protein,
there can be large differences between the accessibility to the binding cavity and/or the accommodation
of the shape of the cavity in response to the inhibitor that can be bound. There are also differences
in the outer pockets’ maximal accessible volumes between the two structures of SARS-CoV main
proteases; the apo SARS-CoV Mpro structure used as a starting point of MD simulations has shown
the largest MAV of all the analysed systems. These results suggest that the SARS-CoV main proteases’
binding cavity is highly flexible and changes both in volume and shape, significantly altering the
ligand binding. This finding indicates a serious obstacle for a classical virtual screening approach
and drug design in general. Numerous novel compounds that are considered as potential inhibitors
of SARS-CoV have not reached the stage of clinical trials. The lack of success might be related to
the above-mentioned plasticity of the binding cavity. Some of these compounds have been used for
docking and virtual screening research aimed not only at SARS-CoV [44,45] but also at the novel
SARS-CoV-2 [15–21]. Such an approach focuses mostly on the structural similarity between the binding
pockets, but ignores the fact that the actual available binding space differs significantly. In general,
a rational drug design can be a very successful tool in the identification of possible inhibitors in
cases where the atomic resolution structure of the target protein is known. For a new target, when a
highly homologous structure is available, a very logical strategy would be seeking chemically similar
compounds or creating derivatives of this inhibitor, as well as finding those compounds that are
predicted to have a higher affinity for the new target structure than the original one. This would be
expected to work for SARS-CoV-2 proteins (such as Mpro) using SARS-CoV proteins as templates.
However, our in-depth analysis indicates a very different situation taking place, with major shape
and size differences emerging due to the binding site flexibility. Therefore, repurposing SARS drugs
against COVID-19 may not be successful due to major shape and size differences, and despite docking
methods, the enhanced sampling should be considered.

The continuous effort of Diamond Light Source group [46] performing massive XChem
crystallographic fragment screen against Mpro has resulted in 22 non-covalent hits in the active
site and 44 covalent hits in the active site (March 17th). Interestingly, two hits were identified on the
dimer interface. The positions of the hits inside the active site overlap with the position of the maximal
accessible volume calculated from MD simulations and supports our finding on large binding site
flexibility (Figure S7).

The analysis of the water hot-spots shows the catalytic water hot-spot dominated water distribution
inside the binding cavity. The remaining water hot-spots corresponded to a much lower water density
level and were on the borders of the binding cavity, which suggests a rather hydrophobic or neutral
interior of the binding cavity. The MixMD simulations performed with various cosolvents further
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confirmed these observations. The largest number and the densest hot-spots were located within the
binding cavity and the region essential for Mpro dimerisation [31], between the II and III domains.
The deep insight into the local hot-spot distribution of the various cosolvents underlines the large
differences in binding sites plasticity. The smaller binding cavity of the SARS-CoV-2 enlarged
significantly in the presence of a highly hydrophobic cosolvent. The benzene hot-spots were detected
deep inside the cavity, and also near the C44-P52 loop. In contrast, in the case of SARS-CoV, benzene
hot-spots were located only in the vicinity of the C44-P52 loop. Such a conclusion may also imply that
a sufficiently potent inhibitor of SARS-CoV and/or SARS-CoV-2 Mpros needs to be able to open its
way to the active site before it can successfully bind to its cavity. These results support the regulatory
role of the C44-P52 loop and again alert against unwarranted use of simplified approaches for drug
repositioning or docking.

The difficulties in targeting the active site of the Mpros are also explained by evolutionary study
and potential mutability analysis. As already pointed out, the C44-P52 loop is likely to regulate the
access to the active site by enabling entrance of favourable small molecules and blocking the entry of
unfavourable ones. The second important loop, F185-T201, which starts in the vicinity of the binding
site and links I and II domains with the III domain contributes significantly to Mpro dimerisation [41].

The initial analysis of the effect of the 12 amino acid replacements in SARS-CoV Mpro on the
SARS-CoV-2 Mpro structure stability was expected to provide neutral or stabilising contribution to
protein folding. Indeed, all replacements were found to stabilise the protein’s folding (e.g., H134F:
−0.85 kcal/mol) or have an almost neutral character (e.g., R88K, S94A, T285A, I286L). The analysis of
the potential risk of further Mpro structure evolution within the binding cavity suggests that mutations
of residues that contribute to ligand binding or access to the active site are energetically favourable,
and are likely to occur. Some of the residues that are prone to mutate would provide the inactive
enzyme (e.g., the residues forming the catalytic dyad) and therefore could be considered as a blind alley
in enzyme evolution, but others (e.g., amino acids from the C44-P52 loop, T45, S46, E47, L50) could
significantly modify the inhibitors binding mode of Mpro. The locations of residues on the regulatory
loop, which are prone to mutate puts in question the efforts to design inhibitors of the MPro active
site as a viable long-term strategy. However, our results also indicate residues that are energetically
unfavourable to mutate (e.g., P39, R40, P52, G143, G146, or L167), which could provide an anchor for
successful drug design that can outlast coronavirus Mpro variability in future. Alternatively, we would
suggest targeting the region between II and III domains, which contributes to the dimer formation.

4. Materials and Methods

4.1. Classical MD Simulations

The H++ server [47] was used to protonate the SARS-CoV-2 (PDB IDs: 6lu7, and 6y2e) and
SARS-CoV main proteases’ structures (PDB IDs: 2amq, and 1q2w) using standard parameters at pH
7.4. The missing 4-amino-acids-long loop of the 1q2w model was added using the corresponding loop
of the 6lu7 model, and the quality of the loop refinement was confirmed by comparison with 2h2z
structure of SARS-CoV (Figure S8). Additionally, 4 and 3 Na+ ions were added to the SARS-CoV-2 and
the SARS-CoV, respectively. Water molecules were placed using the combination of 3D-RISM [48] and
the Placevent algorithm [49]. The AMBER 18 LEaP [50] was used to immerse models in a truncated
octahedral box with 12 Å radius of TIP3P water molecules and prepare the systems for simulation using
the ff14SB force field. PMEMD CUDA package of AMBER 18 software [50] was used to run a total
of 2 µs (10 replicas of 50 ns for each system) simulations of both SARS-CoV-2 and SARS-CoV Mpros
systems using apo structures and structure with co-crystalised N3 inhibitor (removed before starting
the simulations) to provide more starting points for simulations. To improve conformation sampling,
the starting geometry for each system was kept but the initial vectors were randomly assigned. The
minimisation procedure consisted of 2000 steps, involving 1000 steepest descent steps followed by 1000
steps of conjugate gradient energy minimisation, with decreasing constraints on the protein backbone



Int. J. Mol. Sci. 2020, 21, 3099 11 of 17

(500, 125, and 25 kcal ×mol−1
×Å−2) and a final minimisation with no constraints of conjugate gradient

energy minimization. Next, gradual heating was performed from 0 K to 300 K over 20 ps using a
Langevin thermostat with a collision frequency of 1.0 ps−1 in periodic boundary conditions with
constant volume. Equilibration stage was run using the periodic boundary conditions with constant
pressure for 1 ns with 1 fs step using Langevin dynamics with a frequency collision of 1 ps−1 to maintain
temperature. Production stage was run for 50 ns with a 2 fs time step using Langevin dynamics with a
collision frequency of 1 ps−1 to maintain constant temperature. Long-range electrostatic interactions
were modelled using the particle mesh Ewald method with a non-bonded cut-off of 10 Å and the
SHAKE algorithm. The coordinates were saved at an interval of 1 ps. The number of added water
molecules is shown in Table S4.

Because our analysis was focused on the binding site that is surrounded by short loops only,
to keep a reasonable combination of the number and length of simulations, the single simulation
length was set to 50 ns. As has been shown elsewhere [51,52], longer simulations do not provide
additional information and could even have a tendency to move away from the native-like structures.
This hypothesis was verified on 200 ns long simulations where all observed changes were combined
with the movement of the III domain (Figure S9).

Normal mode analysis for each system was conducted using cpptraj from AmberTools 18.
Only heavy atoms of the protein were included for analysis.

4.2. Mixed-Solvent MD Simulations—Cosolvent Preparation

Six different cosolvents: acetonitrile (ACN), benzene (BNZ), dimethylsulfoxide (DMSO), methanol
(MEO), phenol (PHN), and urea (URE) were selected to perform the mixed-solvent MD simulations.
The chemical structures of cosolvent molecules were downloaded from the ChemSpider database [53],
and a dedicated set of parameters was prepared. Parameters for ACN were adopted from the work
by Nikitin and Lyubartsev [54], and parameters for URE were modified using the 8Mureabox force
field to obtain parameters for a single molecule. For the rest of the co-solvent molecules, parameters
were prepared using Antechamber [55] with Gasteiger charges [56]. The number of added water
and cosolvents molecules is shown in Table S5, and the parameters for cosolvents are available in
Tables S6–S11.

4.3. Mixed-Solvent MD Simulations—Initial Configuration

The Packmol software [57] was used to build the initial systems, consisting of protein (protonated
according to the previously described procedure), water, and particular cosolvent molecules. We added
4 and 3 Na+ ions to the SARS-CoV-2 Mpro and the SARS-CoV Mpro, respectively. It was assumed that
the percentage concentration of the cosolvent should not exceed 5% (in the case of ACN, DMSO, MEO,
and URE), or should be about 1% in the case of BNZ and PHN phenol (see Table S5). The mixed-solvent
MD simulation procedures (minimization, equilibration, and production) carried out using the AMBER
18 package were identical to the classical MD simulations. Only the heating stage differed—it was
extended up to 40 ps. PMEMD CUDA package of AMBER 18 software [50] was used to run two
replicas of 50 ns for each cosolvent of both SARS-CoV-2 and SARS-CoV Mpro systems using apo
structures and structure with co-crystalised N3 inhibitor (removed before starting the simulations),
thus providing a total of 2.4 µs of MixMD simulations.

4.4. Water and Cosolvent Molecule Tracking

The AQUA-DUCT 1.0 software [30] was used to track water and cosolvent molecules. Molecules
of interest, which entered the so-called Object, defined as a 5 Å sphere around the centre of geometry of
active site residues, namely, H41, C145, H164, and D187, were traced within the Scope region, defined
as the interior of a convex hull of both COVID-19 Mpro and SARS Mpro Cα atoms. All visualisations
were made in PyMol [58].
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AQUA-DUCT was used to analyse maximal accessible volume (MAV), defined as the outer
pocket [30]. Pockets were calculated by analysis of paths found during molecules tracking step in
AQUA-DUCT. A regular grid was constructed, spanning all paths. The grid size was 1 Å. For each
grid cell, the density of tracked molecules was calculated. Grid cells with nonzero density were used
for pocket detection; the outer pocket represented the maximal possible space that could be explored
by tracked molecules.

To analyse the significance of the changes of the maximal accessible volume between systems, we
used generalized linear models with a Poisson distribution based on AIC comparisons and model fit.
Wald tests were used to test the significance of the variables. All tests were performed in Statistica
(StatSoft 2019).

4.5. Hot-Spot Identification and Selection

AQUA-DUCT [30] was used to detect regions occupied by molecules of interest, as well as to
identify the densest sites using a local solvent distribution approach. Those so-called hot-spots could
be calculated as local and/or global, on the basis of the distribution of tracked molecules that visited
the Object (local) or just the Scope without visiting the Object (global); here, they were considered as
potential binding sites. For clarity, the size of each sphere representing a particular hot-spot was
changed to reflect its occupation level. The selection of the most significant hot-spots consisted of
indicating points showing the highest density in particular regions. From the set of points in the space,
small groups of hot-spots were determined. Groups were further defined by distance (radius) from
each other. Any point found within a distance shorter than the determined radius (3 Å) from any other
point being part of a given group was counted toward the group. For each so designated group of
points, one showing the highest density was chosen as representing the place.

4.6. Obtaining SARS-CoV-2 Mpro Gene Sequence

SARS-CoV-2 Mpro was downloaded from the PDB as a complex with an N3 inhibitor (PDB ID: 6lu7).
Tblastn [59] was run on the basis of the protein amino acid sequence. We obtained 100% identity with
10055–10972 region of SARS-CoV-2 Mpro complete genome (Sequence ID: MN985262.1). Blastx [60]
calculations were run with the selected region, and orf1a polyprotein (NCBI reference sequence:
YP_009725295.1) amino acid sequence, identical with the previously downloaded SARS-CoV-2 Mpro,
was received.

4.7. Energetic Effect of Amino Acid Substitutions

FoldX software [35] was used to insert substitutions into the structures of SARS-CoV and
SARS-CoV-2 Mpros. To analyse the changes in energetic contribution to the protein stability of the two
structures, 12 single-point mutations were introduced to the SARS structure using the BuildModel
module. The BuildModel module introduces substitution(s) of selected amino acid(s), optimizes
the structure of a new variant, and calculates the difference in the Gibbs free energy of protein
folding between the wild-type and mutant variant in kilocalories per mole. The lower the difference in
energetical terms, the more stable the mutant variant should be. Each of the residues in SARS-CoV Mpro
was mutated to the respective SARS-CoV-2 Mpro residue, and the difference in total energies between
the wild-type SARS-CoV-2 Mpro and the mutant structures were calculated. Then, to investigate
further possible mutations of SARS-CoV-2 Mpro, single nucleotide substitutions were introduced to
the SARS-CoV-2 main protease gene. If a substitution of a single nucleotide caused translation to
an amino acid different than the corresponding residue in the wild-type structure, an appropriate
mutation was proposed with FoldX software.

4.8. Comulator Calculations of Correlation Between Amino Acids

SARS-CoV Mpro was downloaded from the PDB (PDB ID: 1q2w). Blast [61] was run on the
basis of the amino acid sequence. As a result, 2643 sequences of viral main proteases similar to chain



Int. J. Mol. Sci. 2020, 21, 3099 13 of 17

A SARS-CoV Mpro were obtained. Clustal Omega [62] was used to prepare an alignment of those
sequences. Comulator [33] was then employed to calculate the correlation between amino acids and,
on the basis of the results, groups of positions in SARS-CoV Mpro sequence were selected whose amino
acid occurrences strongly depended on each other.

5. Conclusions

In this paper, we reported on molecular dynamics simulations of the main protease (Mpro), whose
crystal structures have been released. We compared the Mpro for SARS-CoV-2 with a highly similar
SARS-CoV protein. In spite of a high level of sequence similarity between these two homologous
proteins, their active sites showed major differences in both shape and size, indicating that repurposing
SARS drugs for COVID-19 may be futile. Furthermore, a detailed analysis of the binding pocket’s
conformational changes during simulation time indicated its flexibility and plasticity, which dashes
hope for rapid and reliable drug design. Moreover, our findings show the presence of a flexible C44-P52
loop regulating the access to the binding site pocket. A successful inhibitor may need to have an ability
to relocate the loop from the entrance to bind to the catalytic pocket. However, mutations leading
to changes in the amino acid sequence of the C44-P52 loop, although not affecting the folding of the
protein, may result in the putative inhibitors’ inability to access the binding pocket and provide a
probable development of drug resistance. To avoid this situation in which the future evolution of
the Mpros can undermine all our efforts, we should focus on key functional residues or those whose
further mutation will destabilise the protein (e.g., P39, R40, P52, G143, G146, or L167). Alternatively,
we would suggest targeting the region between II and III domains, which contributes to the dimer
formation. Our results provide the basis for drug design efforts aimed at this important protein target
as part of the multifaceted global effort to eradicate COVID-19. In view of the presented challenges to
finding a potent drug targeting Mpro, in our opinion, the most successful strategy would be to screen a
large database of compounds with diverse structures involving or designing inhibitors de novo using
a fragment-based approach. Both of these strategies, unfortunately, take much longer than a currently
preferred approach based on repurposing existing FDA-approved compounds and hence should be
pursued as a long-term plan of preparedness for future outbreaks of COVID epidemics involving this
and other strains of the virus.
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Mpro Main protease
SARS Severe acute respiratory syndrome
COVID-19 Coronavirus disease 2019
SARS-CoV-2 Severe acute respiratory syndrome coronavirus 2
CoVs Coronaviruses
HCoV-NL63 Human coronavirus NL63
HCoV-229E Human coronavirus 229E
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HCoV-OC43 Human coronavirus OC43
HCoV-HKU1 Human coronavirus HKU1
SARS-CoV Severe acute respiratory syndrome coronavirus
MERS-CoV Middle East respiratory syndrome coronavirus
ORFs Open reading frames
3CLpro Chymotrypsin-like cysteine protease
S Spike surface glycoprotein
E Small envelope protein
M Matrix protein
N Nucleocapsid protein
N3(PRD_002214) N-[(5 methylisoxazol-3-yl)carbonyl] alanyl-L-valyl-N~1-((1R,2Z)-4-(benzyloxy)-4-

oxo-1-{[(3R)-2-oxopyrrolidin-3-yl]methyl}but-2-enyl)-L-leucinamide
cMD Classical molecular dynamics simulations
MixMD Mixed-solvent molecular dynamics simulations
PDB Protein Data Bank
MAV Maximal accessible volume
ACN Acetonitrile
BNZ Benzene
DMSO Dimethylsulfoxide
MEO Methanol
PHN Phenol
URE Urea
CMA Correlated mutation analysis
FDA Food and Drug Administration
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Mitusińska, K.; Bzówka, M.; Lill,

M.A.; Góra, A.; Smieško, M.

Computational Selectivity Assessment

of Protease Inhibitors against SARS-

CoV-2. Int. J. Mol. Sci. 2021, 22, 2065.

https://doi.org/10.3390/ijms22042065

Academic Editors: Cristina Belizna,

Jan Willem Cohen Tervaert, Yehuda

Shoenfeld and Alexander

Makatsariya

Received: 4 January 2021

Accepted: 11 February 2021

Published: 19 February 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Computational Pharmacy, Departement of Pharmaceutical Sciences, University of Basel, 4056 Basel,
Switzerland; and.fischer@unibas.ch (A.F.); manuel.sellner@unibas.ch (M.S.)

2 Tunneling Group, Biotechnology Centre, ul. Krzywoustego 8, Silesian University of Technology,
44-100 Gliwice, Poland; k.mitusinska@tunnelinggroup.pl (K.M.); m.bzowka@tunnelinggroup.pl (M.B.)

* Correspondence: markus.lill@unibas.ch (M.A.L.); a.gora@tunnelinggroup.pl (A.G.);
martin.smiesko@unibas.ch (M.S.)

† These authors contributed equally to this work.

Abstract: The pandemic of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)
poses a serious global health threat. Since no specific therapeutics are available, researchers around
the world screened compounds to inhibit various molecular targets of SARS-CoV-2 including its
main protease (Mpro) essential for viral replication. Due to the high urgency of these discovery efforts,
off-target binding, which is one of the major reasons for drug-induced toxicity and safety-related drug
attrition, was neglected. Here, we used molecular docking, toxicity profiling, and multiple molecular
dynamics (MD) protocols to assess the selectivity of 33 reported non-covalent inhibitors of SARS-
CoV-2 Mpro against eight proteases and 16 anti-targets. The panel of proteases included SARS-CoV
Mpro, cathepsin G, caspase-3, ubiquitin carboxy-terminal hydrolase L1 (UCHL1), thrombin, factor
Xa, chymase, and prostasin. Several of the assessed compounds presented considerable off-target
binding towards the panel of proteases, as well as the selected anti-targets. Our results further
suggest a high risk of off-target binding to chymase and cathepsin G. Thus, in future discovery
projects, experimental selectivity assessment should be directed toward these proteases. A systematic
selectivity assessment of SARS-CoV-2 Mpro inhibitors, as we report it, was not previously conducted.

Keywords: coronavirus; SARS; protease; selectivity; structure-based design

1. Introduction

In late 2019, a novel coronavirus termed SARS-CoV-2 emerged and spread around the
world causing coronavirus disease 2019 (COVID-19). Until today, over 62 million cases
were reported accounting for over a 1.46 million of fatalities (as of 1 December 2020) [1].
While pharmaceutical interventions primarily remained symptomatic, multiple clinical
trials are investigating novel treatments, mainly based on drug repurposing [2,3]. Thus,
the treatment of this infection with specific drugs constitutes an urgent and unmet medical
need. In the pharmaceutical treatment of viral infections such as human immunodeficiency
virus and hepatitis C virus, the inhibition of viral proteases is a successfully applied strat-
egy. Consequently, many computational and experimental efforts were directed toward
targeting the main protease (Mpro) of SARS-CoV-2 with small molecules leading to the
discovery of multiple promising candidates [4–9]. Due to the high urgency and the com-
petitive scientific field, off-target binding was rarely considered in the latest discovery
projects. However, a large share of drug attrition in clinical trials, especially regarding
compound safety, can be traced back to low target specificity and off-target binding [10–12].
To avoid the large cost associated with late stage drug failure, early off-target profiling,
especially with comparably economical computational methods, offers an attractive strat-
egy [12–14]. On the other hand, binding to multiple targets can be beneficial in specific
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cases, such as pan inhibition of the viral proteases of SARS-CoV-2 and SARS-CoV [15].
Similarly, the concurrent inhibition of the coagulation protein factor Xa and SARS-CoV-2
Mpro constitutes another example for a potentially synergistic effect of multi-target binding
as COVID-19 infection is associated with life-threatening coagulopathies that can be treated
with anticoagulants [16,17]. Computational methods such as molecular docking and spe-
cialized molecular dynamics (MD) protocols can be exploited to explore the selectivity
of small-molecule compounds, as it was evidenced for various targets. For example, we
previously applied docking combined with cosolvent MD simulations and determination
of hydration hot-spots to investigate the selectivity of allosteric inhibitors against eight
nuclear receptors to support targeted experimental profiling of novel compounds [18].
In general, it was discussed that cosolvent MD simulations can provide valuable insights
for the development of potent and selective compounds [19,20]. Although multiple studies
focused on the selectivity assessment among kinases using computational methods [21,22],
there were only minor efforts to establish selectivity factors for small-molecules that bind
to proteases [23,24].

Here, we examined the selectivity of 33 experimentally confirmed non-covalent SARS-
CoV-2 Mpro inhibitors against eight different proteases including SARS-CoV Mpro, factor
Xa, cathepsin G, caspase-3, prostasin, thrombin, ubiquitin carboxy-terminal hydrolase
L1 (UCHL1), and chymase by molecular docking (Table 1). The proteases were selected
based on a structural similarity search in the NCBI database, as well as considerations
regarding their pharmacological relevance. First, we compared the active sites regarding
pharmacophores and electrostatic potential. Furthermore, we performed classical as well as
cosolvent MD simulations to identify water and small-molecule hot-spots of the respective
active sites offering explanations for compound selectivity. Based on our results, exper-
imental selectivity profiling in future discovery projects can be directed toward targets
with an inherent high liability for off-target binding. Up to this date, such a comprehensive
evaluation of off-target binding of SARS-CoV-2 Mpro was not previously conducted and is
of high importance to support antiviral drug development.

Table 1. Proteins considered in this study.

Protein Function Anti-Target a Consequence of Inhibition

SARS-CoV-2 Mpro Viral replication - antiviral activity
SARS-CoV Mpro Viral replication no antiviral activity

Caspase-3 Apoptosis yes interference with development
Factor Xa Coagulation no prevention of coagulopathies

Cathepsin G Immune system yes interference with immune response
UCHL1 Protein degradation yes interference with development and homeostasis

Prostasin Sodium balance yes alters homeostasis
Thrombin Coagulation no prevention of coagulopathies
Chymase Vasoconstriction yes interference with blood pressure

a Description if the protein is regarded as anti-target.

2. Results and Discussion
2.1. Sequence and Active Site Comparison

We selected eight proteases to assess off-target binding and to structurally compare
them to SARS-CoV-2 Mpro. The proteases were selected based on their catalytic residues,
sequence and structural similarity, availability of structural information, as well as their
pharmacological and physiological relevance. Except for SARS-CoV Mpro, they exhibited
different overall folds and showed low global sequence similarity to SARS-CoV-2 Mpro

(Table 2). Furthermore, the volumes of the active site cavity (Table S1) of the SARS-CoV-2
Mpro was the smallest among all analyzed proteases, and regarding absolute values, most
similar to chymase as opposed to SARS-CoV Mpro. However, when we compared the active
sites of all analyzed proteases, they presented a remarkable degree of similarity. The root
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mean-square deviation (RMSD) of their catalytic residues did not exceed 2 Å, except for
UCHL1 with 2.8 Å. Furthermore, when using FuzCav [25] to determine the similarity
of the active site pockets of the panel of proteases, we observed that not only their catalytic
residues, but also the complete active sites are similar relative to SARS-CoV-2 Mpro (Sup-
plementary Figure S1). Actives sites exceeding a similarity value of 0.16 can be regarded
as similar [25]. We also compared the electrostatic potentials of the binding cavities of all
analyzed proteases using PIPSA [26] software. The electrostatic potentials were compared
quantitatively by calculating the Hodgkin similarity index (Table 2, Figure S2). Using the
Hodgkin similarity index it is possible to determine the correlation between the potentials
of the analysed proteases (+1 indicates that potentials are identical, 0 indicates that poten-
tials are fully uncorrelated, and -1 indicates that potentials are anti-correlated). Three out of
eight proteases (SARS-CoV Mpro, prostasin, and thrombin) presented a positive correlation,
whereas the remaining ones indicated an anti-correlation in relation to the SARS-CoV-2
Mpro binding cavity. In the case of UCHL1, the high anti-correlation was caused by a
specific binding site spot with reversed distribution of electrostatic potentials. Prostasin,
thrombin and SARS-CoV Mpro also showed high similarity relative to the active site of
SARS-CoV-2 Mpro using FuzCav. Thus, even though the substrate specificity of the panel of
proteases is diverse [27], their exceptionally similar active sites compared to SARS-CoV-2
may suggest a potential for off-target binding of small-molecules.

Table 2. Similarity of proteins and active sites.

Protein Catalytic Global AS RMSD Site Fold Similarity
Residues Identity a (Å)b Similarity c Index d

SARS-CoV Mpro H41, C145 96.1% 0.2 0.91 α/β 0.90
Caspase-3 H121, C163 11.6% 1.9 0.67 α/β −0.74
Factor Xa H57, D102, S195 11.6 % 1.8 0.71 all-β −0.67
Cathepsin G H59, D103, S196 14.5% 1.8 0.61 all-β −0.71
UCHL1 C90, H161, D176 15.7% 2.8 0.74 α/β −0.98
Prostasin H85, D134, S154 13.1% 1.6 0.69 all-β 0.26
Thrombin H57, D102, S195 12.5% 1.8 0.74 all-β 0.31
Chymase H45, D89, S182 19.0% 1.9 0.64 all-β −0.49

a Sequence identity of the catalytic unit to SARS-CoV-2 Mpro; b RMSD between histidine, cysteine/serine, and aspartic acid residues relative
to SARS-CoV-2 Mpro;c Similarity of the binding sites to SARS-CoV-2 Mpro determined by FuzCav; d Hodgkin similarity index of the binding
sites comparison relative to the SARS-CoV-2 Mpro determined by PIPSA.

2.2. Hydration and Small-Molecule Hot-Spots

In the next step, we further characterized and compared the selected proteases accord-
ing to their hydration and small-molecule hot-spots by using different molecular probes
including water, acetonitrile, isopropanol, and pyridine. The use of specific functional
groups represented by the different organic probes associating with the active sites can
be used to fine-tune the selectivity profile of protease inhibitors [18,28]. Similarly, selec-
tively targeting hydration sites occurring in one protein, but not in an anti-target, offers
potential to be exploited in structure-based design. It should however be mentioned that
whether the displacement of water molecules is favorable or not depends on the thermo-
dynamic profile of the respective hydration site [29], which was not assessed in this work.
The comparison of the hot-spots in the vicinity of the active site residues revealed distinct
similarities (Figure 1).

For SARS-CoV-2 Mpro, we identified two hydration sites located in the vicinity
of H41, as well as a small-molecule hot-spot for acetonitrile molecules at the same lo-
cation (Figure 2). While we could not detect a hydration site in the vicinity of C141,
association of pyridine and isopropanol was detected. In the case of SARS-CoV Mpro,
however, four hydration sites could be identified. Potentially, the increased flexibility of
SARS-CoV Mpro allowed for increased solvent accessibility in comparison to SARS-CoV-
2 Mpro (Table S1) [30]. Furthermore, the increased magnitude of cosolvent densities in
SARS-CoV Mpro confirmed this observation, although they mainly occupied the vicinity of
H41. Even though one hydration site between the Mpros overlapped, there were signifi-
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cant differences between the small-molecule hot-spots of the SARS-CoV proteases, which
have to be accounted for in the design of pan inhibitors against the two coronaviruses
(Figure 2). For caspase-3, two unique hydration sites were identified in the active site
cavity distant from the catalytic residues, which were not observed in the SARS-CoV-2
Mpro. One of the hydration sites overlapped with the occupancy of multiple organic probes,
which sampled a unique region not observed in any other protease besides UCHL1. Three
hydration sites were identified in the vicinity of the active site residues in UCHL1. One of
the hydration sites was located between three catalytic residues as in caspase-3, but none
of the other cysteine proteases. Thus, these proteases are similar, while presenting distinct
differences to the Mpros despite their shared catalytic mechanism using cysteine for the
nucleophilic attack of the substrate (Table 2). In the active site of factor Xa, we detected
two hydration sites matching the position in prostasin and chymase indicating that they
are conserved. As one of the sites (denoted as site B in Figure 1) could not be observed in
the SARS-CoV-2 Mpro, it might contribute to ligand specificity. Remarkably, the cosolvent
densities among factor Xa, cathepsin G, thrombin, and chymase presented a high degree
of similarity, with an additional density for acetonitrile compared to SARS-CoV-2 Mpro.
The same region was occupied by pyridine probes. A common density of pyridine in the
center of the sites, however, suggested a common preference for hydrophobic or aromatic
moieties among the aforementioned enzymes. Comparing the organic probe density of
factor Xa to SARS-CoV-2 Mpro, a common preference for acetonitrile on the distal side of the
catalytic histidine could be observed. This could guide the placement of an amphipathic
moiety in this region to inhibit both proteases with future antivirals. While cathepsin G
and thrombin shared one of the most commonly observed hydration sites, they lack the
common site observed in the viral Mpros which indicates that the displacement of this
water molecule (denoted as site A in Figure 1) could contribute to selective binding. Both
thrombin and chymase presented a high number of hydration sites within their active
sites sharing the above-mentioned hydration site B not observed in the viral proteases,
as well as the previously discussed acetonitrile density near the backbone of the catalytic
histidine residue. Thus, the inherent potential for off-target binding of novel antivirals to
these targets is small, similar to caspase-3 and UCHL1. Compared to the volume of its
active site cavity, the site of chymase seemed highly accessible to the surrounding solvent.
Overall, the highest similarity among the proteases regarding hydration sites and small-
molecule binding hot-spots, could be observed for factor Xa and chymase. Differences in
hydration site locations identified for individual simulations are most probably related
to conformational changes of the proteins, as the volumes of the active sites underlined
(Table S1).



Int. J. Mol. Sci. 2021, 22, 2065 5 of 17

Figure 1. Hydration hot-spots of the selected panel of proteases in relation to the catalytic residues. To allow a direct
comparison, the protein structures were aligned according to their catalytic residues. Two most consistently occurring
hydration sites are indicated by A and B. The hot-spots are color-coded according to the occupancy of a particular region
by identified hydration hot-spots. Hydration hot-spots with highest occupancy are colored in dark red, those with low
occupancy in white.
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Figure 2. Small-molecule hot-spots of the selected panel of proteases in relation to their catalytic residues. Blue densities
correspond to isopropanol, pink densities to pyridine, and orange densities to acetonitrile.

2.3. Protease Selectivity Assessed by Molecular Docking

Binding modes obtained from molecular docking have been widely used to estab-
lish selectivity factors toward different targets [13,18,31]. Here, we compiled compound
sets comprising experimentally verified ligands of nine proteases to assess the selectiv-
ity of recently reported SARS-CoV-2 Mpro inhibitors (Figure 3) by cross-docking them
into the respective protein active sites. These known binders were either retrieved from
a set of cocrystallized ligands, the PubChem BioAssay database [32], or the literature
(Tables S2–S10, Figures S3–S18). First, to ensure accurate pose-prediction of our computa-
tional models, we retrieved numerous crystal structures from the Protein Data Bank for
each target and cross-docked their cocrystallized ligands, which is a common procedure
in virtual screening projects [33]. Based on the obtained RMSD values between predicted
and native binding poses, ensembles of protein structures that yielded best-possible pose
prediction quality for non-covalent ligands were identified. In the case of unsatisfactory per-
formance of these structures, short MD simulations were performed to enrich the proteins’
structural diversity. These procedures were performed for the Glide standard precision
(SP) and smina docking protocol, to address known differences among docking programs.
This resulted in excellent docking accuracy for most protein systems which ranged from
75% to 100% of cocrystallized ligands being predicted below an RMSD threshold of 2.5 Å.
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The only exception was prostasin, for which we only found an accurate pose for one of
the two available ligands (Table S11). Unfortunately, no non-covalent small molecule was
cocrystallized with UCHL1 which prevented us from computing these metrics in this case.
In a next step, we evaluated the performance of the selected ensembles to distinguish
between known actives and randomly selected decoy molecules based on the Area Under
the Curve (AUC) of the Receiver Operator Characteristic (ROC) curves. Considering the
best score of each compound against the ensemble, acceptable ROC AUC values between
0.631 and 0.953 were obtained demonstrating the accuracy of our models and procedures
in both detecting the actives and predicting bioactive conformations (Table S12).

Figure 3. SARS-CoV-2 Mpro inhibitors considered in this study.

After the validation of the docking protocols, we performed the selectivity analysis
based on docking scores. In detail, the SARS-CoV-2 Mpro inhibitors were docked to
every selected protease and their docking scores were compared with those of the native
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ligands of the respective enzyme. Again, we determined the ROC AUC metrics with
the SARS-CoV-2 compounds regarded as decoys. Except for cathepsin G and chymase,
the docking calculations with SARS-CoV-2 Mpro inhibitors as decoys displayed higher
ROC AUC values compared to the docking calculations with randomly selected decoy
molecules. This indicates an overall low potential for off-target binding based on this
metric. However, in addition to the ROC AUC metric, we depicted the scores in histograms
for every target (Figure 4A). The docking scores of the SARS-CoV-2 compounds were
predicted to be comparably high in magnitude with the majority of compounds only scored
slightly better than -6.0 kcal/mol, even when docked to SARS-CoV-2 Mpro itself. This is
not surprising as the experimentally measured affinity for those compounds only reached
micromolar IC50 values. As already established by the ROC AUC values, cathepsin G
presented the highest score overlap between the compound sets suggesting a risk for
off-target inhibition of this protease involved in antigen processing. Other proteins with
a comparatively high overlap were SARS-CoV Mpro, UCHL1, and chymase. Further,
some inhibitors of caspase-3 presented an overlap with the best-scoring SARS-CoV-2 Mpro

inhibitors, while the majority of compounds were highly separated. In SARS-CoV Mpro,
thrombin, and chymase several SARS-CoV-2 Mpro inhibitors yielded a similar docking
score as some of the actives for that target, even though the peaks of the score distribution
were well separated. Especially, in the case of thrombin, concurrent binding could benefit
COVID-19 patients suffering from coagulopathies such as venous thromboembolism or
sepsis-induced coagulopathy [16,17]. In addition to caspase-3, the distribution in factor
Xa and prostasin presented a clear separation of the peaks for each compound category
indicating a low potential for concurrent binding. In order to obtain more confidence in
the results from molecular docking, we used the complexes and subjected them to MD
simulations followed by molecular mechanics-generalized Born surface area (MM/GBSA)
post-processing. This methodology is considered to be more precise as opposed to docking
scores for a multitude of biomolecular systems [34]. Even though the spread of the values
was higher using this protocol, the general trends remained highly similar, especially for
chymase, cathepsin G, and caspase-3 (Figure S19). There was a slightly higher overlap of
the scores for factor Xa and SARS-CoV-Mpro, which would indicate a higher potential for a
compound to hit both targets.

Interestingly, when the actives of each target were docked to SARS-CoV-2 Mpro, prostasin
inhibitors yielded better docking scores compared to the native ligands (Figure S20). We
noticed similar, but less pronounced trends for inhibitors of thrombin, factor Xa, chymase,
and caspase-3, while cathepsin G, SARS-CoV Mpro, and UCHL1 compounds presented
nearly identical maxima of their docking scores compared to SARS-CoV-2 Mpro inhibitors.
In conclusion, the distribution of the scores indicate promiscuity toward chymase, UCHL1,
and especially cathepsin G, even though the majority of SARS-CoV-2 Mpro inhibitors pre-
sented inferior binding scores towards all assessed proteins. Notably, empirical scoring
functions, as they were used in this project, have a known degree of inaccuracy, and thus,
the absolute numbers should be regarded only as trends.

To acquire structural insights into the selectivity factors of each protease, we visualized
binding modes of ligands presenting either low or high binding affinities for each target.
According to these complexes, compounds intended to inhibit SARS-CoV-2 Mpro should
present π-π stacking with the catalytic residue H41 as well as high complementarity with
the available subpockets of the active site (Figure 4B). To achieve potent and selective
interaction with cathepsin G, the binding modes suggest a salt bridge to K192 or H57 as
well as a deeply buried hydrophobic moiety to be optimal (Figure 4C). Similarly, ionic
interactions, especially if they were buried, seemed to play a role for selective binding
toward thrombin (Figure 4D), caspase-3 (Figure 5A), and chymase (Figure 5B). Interestingly,
compounds hitting the presumably desired off-target factor Xa also strongly relied on shape
complementarity as for SARS-CoV-2 Mpro (Figure 5C), which might explain the concurrent
binding to these targets, as we have previously detected in a virtual screening project [4].
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Two-dimensional (2D) depictions of all discussed binding modes are presented in the
Supplementary Information (Figures S21 and S22).

Figure 4. (A) Score distribution of SARS-CoV-2 Mpro inhibitors docked to the selected panel of proteases. The compounds
designed against SARS-CoV-2 Mpro are shown in pine green, while the known actives for the remaining targets are shown
in red. ROC AUC values with the SARS-CoV-2 Mpro inhibitors regarded as decoys for every target are shown. (B) Binding
mode of compound 32 (red) and compound 14 (pine green) toward SARS-CoV-2 Mpro. (C) Binding mode of compound 199
toward cathepsin G. (D) Binding mode of compound 177 toward thrombin.

Figure 5. (A) Binding mode of compound 86 toward caspase-3. (B) Binding mode of compound 293 toward chymase. (C) Binding
mode of compounds 130 and 137 toward factor Xa. (D) SARS-CoV-2 Mpro inhibitors examined with VTL. The predicted binding
affinities of the assessed compounds 1-33 for 16 anti-targets are given.
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2.4. Toxicity Profiling

As mentioned in the introduction, affinity toward anti-targets is frequently respon-
sible for drug attrition [12]. To establish toxicologically relevant binding profiles of drug
candidates our lab has developed the VirtualToxLab (VTL) evaluating their interaction with
16 anti-targets relevant for endocrine disruption, cardiac adverse effects, and extensive
or undesired metabolism [13]. Besides estimates for binding affinities against the anti-
targets, the VTL provides a parameter referred to as toxic potential serving as a consensus
readout for potential undesired effects of the respective compound. SARS-CoV-2 Mpro

inhibitors with toxic potential significantly higher than 0.5 (Table S13) included compounds
1 ((R)-beperidil), 2 ((S)-beperidil), 29, 31 (nelfinavir), and 32 (lopinavir). While compounds
1 and 2 were predicted to interact with multiple nuclear receptors, the hERG channel,
and various cytochromes, compounds 29, 31, and 32 presented affinity toward a more nar-
row spectrum of anti-targets (Figure 5D). Compound 29, for example, almost exclusively
bound to nuclear receptors, resulting in a high estimated risk for endocrine disruption [13].
A common feature of compounds 29, 31, and 32 was their prediction as hERG binders.
The hERG potassium channel is one of the most frequently tested anti-targets in drug
development due to its involvement in fatal arrhythmias [12,13,35]. The results regarding
the HIV protease inhibitors nelfinavir and lopinavir included in our study confirmed the
predictive power of the VTL protocol, as in vitro experiments evidenced their hERG inhibi-
tion [35]. Thus, bepiridil (compounds 1 and 2) displaying a strong interaction for hERG
might be at risk to cause cardiac arrhythmia. A large share of the reported SARS-CoV-2
Mpro inhibitors have comparably low molecular weights with 26 of 33 reported compounds
below 300 g/mol (Figure S23). Since such fragment-like compounds frequently display low
specificity [36], the expansion of these scaffolds might generally decrease their potential for
off-target binding and at the same time improve their moderate potency.

2.5. Selectivity from Different Perspectives

We analyzed the selectivity of nine proteases from different perspectives including
sequence and active site similarity, the location of hydration hot-spots and preference
for certain chemical probes, as well as molecular docking and toxicological profiling.
At the first sight, the low sequence similarity among the proteases (Table 1), the different
cleavage sites, as well as the different volumes of the active sites may suggest a low risk
of off-target binding. However, all investigated off-target proteins showed a considerable
active site similarity based on 3D fingerprints and the positioning of catalytic residues
(Table 2). Based on these parameters, prostasin and factor Xa were the most similar
proteases compared to SARS-CoV-2 Mpro. In six analyzed proteases, a hydration site
indicated by water hot-spot was identified near the histidine (denoted as site A). Only for
cathepsin G, caspase-3, and thrombin, we could not identify this hydration site. Thus,
the displacement of this water molecule would not add any ligand selectivity in this regard.
Further, for five of the nine proteases, another hydration site was identified, near the
serine/cysteine residues in factor Xa, cathepsin G, prostasin, thrombin, and chymase.
Regarding the observed cosolvent densities, we detected a density of acetonitrile in factor
Xa, cathepsin G, UCHL1, thrombin, and chymase, but not SARS-CoV-2 Mpro, where this
region was explored by pyridine. Distinct placement of pharmacophores matching these
differences in density could be exploited to improve inhibitor selectivity. The similarity of
the overall densities in factor Xa, cathepsin G, and chymase coupled to the dissimilarity to
SARS-CoV-2 Mpro, indicated low potential for off-target binding toward these proteases.
A common density of pyridine in the center of multiple sites including the one of SARS-
CoV-2 Mpro, however, showed the preference of an aromatic or hydrophobic moiety in
this region. Caspase-3 and UCHL1 presented the most unique densities indicating a low
potential for off-target binding of inhibitors targeting the remaining proteases.

The docking results of 33 non-covalent SARS-CoV-2 Mpro suggested an overall high
potential for binding to factor Xa, thrombin, and cathepsin G. On the other hand, the distri-
bution of the docking scores indicated a low potential of the 33 compounds for binding
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toward UCHL1 and caspase-3 (Figure 4A). As the individual enzymes offered different
structural factors relevant for potent ligand-protein interaction, their consideration might
improve the design of selective inhibitors. Regarding individual compounds, we identified
four compounds which had the highest binding affinity toward more than a half of the
analyzed proteases: nelfinavir (31) [4,37,38], lopinavir (32) [39–41], pimozide (33) [42],
and baicalein (30) [43] (Figure S24). Similarly, the aforementioned compounds, as well as
both stereoisomers of beperidil (1-2) were predicted to interact with a large panel of known
anti-targets. Especially, interactions with the hERG potassium channel, as it was also ob-
served in laboratory experiments, raised safety concerns for several compounds (Figure 5D).
In this regard, nelfinavir (32) was not only predicted to interact with other proteases such as
factor Xa, but also towards the hERG channel indicating low selectivity of this compound.
Interestingly, when we focused on the compound with the highest predicted binding affin-
ity toward a particular enzyme, we could distinguish three groups: one in which nelfinavir
binds best (including SARS-CoV Mpro, UCHL1, thrombin, and chymase), second in which
pimozide binds best (including prostasin, factor Xa, and caspase-3), and third in which
baicalein binds best (including SARS-CoV-2 Mpro and cathepsin). A closer look into the
first group of enzymes revealed that none of them share the same cleavage site, more-
over both SARS-CoV and SARS-CoV-2 Mpros bind best to different compounds (nelfinavir
and baicalein, respectively). As we highlighted selectivity from different perspectives,
the different metrics are inherently not always consistent for a single target. To conclude,
our predictions indicate the highest potential for off-target binding of SARS-CoV-2 Mpro

inhibitors for factor Xa, SARS-CoV Mpro, and cathepsin G. Low potential was determined
for prostasin, thrombin, and to the largest degree, for caspase-3 (Table 3).

Table 3. Conclusions for selectivity of SARS-CoV-2 Mpro inhibitors.

Protein Docking Cosolvents Hydration Site Similarity a

SARS-CoV Mpro ** * ** ***
Caspase-3 none none none *
Factor Xa ** ** * *
Cathepsin G *** * none *
UCHL1 *** * * none
Prostasin ** none * **
Thrombin ** none * **
Chymase ** * * *

The potential for off-target binding of SARS-CoV-2 Mpro inhibitors against the selected panel of proteases based on
molecular docking, cosolvent MD simulations, and hydration site analysis. The potential was defined according
to asterisks from none to three. a Consensus of binding site similarity determined with FuzCav and PIPSA.

3. Materials and Methods
3.1. Selection of Proteases

The panel of proteases for this work were selected using the VAST+ tool [44] by
using the SARS-CoV-2 Mpro structure (PDB ID: 6Y2E) as input. The VAST+ protocol
determines similar macromolecules to a query structure by computing the superposition
of three dimensional protein structures relying purely on geometric measures. The re-
sults were filtered to only match only human proteases. The next criterion was the the
reaction mechanism of the selected protease, to ensure a representation of both cysteine
and serine proteases in our study. Finally, we examined the availability of crystal struc-
tures with cocrystallized ligands leading to the selection of proteases listed in Table 1.
The preprocessing of the structures is given in the Supplementary Materials.

3.2. Similarity of Proteins and Active Sites

The sequence identity was determined using FASTA sequences derived from the
UniProt database [45] (Table S14). In the case of both SARS-CoV-2 and SARS-CoV Mpro,
as well as factor Xa and thrombin, we truncated the sequences to cover the entry in the



Int. J. Mol. Sci. 2021, 22, 2065 12 of 17

respective crystal structures limiting the analysis to the catalytic unit. The sequences were
aligned with the ClustalW algorithm [46] in the UGENE suite (v34.0) [47]. The sequence
identity was computed based on matches of the respective protein to SARS-CoV-2 Mpro

in respect to the length of the sequence.
The active sites of the proteases were aligned in PyMOL using the pair_fit command.

Each protease was aligned to the reference structure: the SARS-CoV-2 Mpro (PDB ID:
6Y2E), fitting the protease catalytic histidine residue with the H41 of the SARS-CoV-2 Mpro,
protease catalytic serine or cysteine residue with the C145 of the SARS-CoV-2 Mpro, and the
protease aspartic acid residue with the catalytic water molecule (ID 582) of the SARS-CoV-2
Mpro. The RMSD values were computed according to the superimposition of the catalytic
residues in PyMOL.

To determine the similarity of the active sites of the considered off-targets to SARS-
CoV-2 Mpro, we used the FuzCav [25] routine. This routine computes the similarity based
on fingerprints for each binding site incorporating pharmacophoric properties from the
coordinates of surrounding α-carbon atoms. As input, we selected residues in 5 Å around
the cocrystallized ligands in the structures.

To compare the electrostatic interaction properties of the binding cavities, we used the
PIPSA [26] software. First, we preprocessed the structures using PDB2PQR tool [48], and we
calculated the Adaptive Poisson-Boltzmann Solver (APBS) electrostatics potentials [49]
setting the grid spacing to 0.6. Then, we calculated the similarity matrix (Hodgkin index) of
the binding cavities from APBS grids. The binding pocket was set as a sphere with a radius
of 12.5 Å around the geometric centre of the catalytic amino acids after superposition.

3.3. Cosolvent MD Simulations

The cosolvent MD simulations were conducted with the Mixed Solvent MD work-
flow of the Desmond (v2019-1) simulation engine [50] with acetonitrile, isopropanol,
and pyridine as probe molecules as they are water-miscible and feature a low potential for
aggregation. The concentration of the probe molecules was selected at 5% (by volume) and,
if required for system setup, the water buffer parameter was increased from 12.0 to 15.0,
as described in the documentation of the workflow. From the above-mentioned protein
structures, monomers were retained to reduce the computational cost of the simulations.
Furthermore, the ligands were removed from the structures to sample the respective bind-
ing sites. The simulations were performed with the default specifications at a temperature
of 300 K and the OPLS_2005 force field in an NPT ensemble. After an equilibration of
15 ns, production runs of each probe were individually executed for 5 ns with 10 replica
simulations resulting in a cumulative simulation time of 600 ns per protein.

3.4. Classical MD Simulations

The H++ server [51] was used to protonate all proteins structures listed in Table S15
using standard parameters at pH 7.4. The missing 4-amino-acids-long loop of the 1Q2W
SARS-CoV Mpro model was added using the corresponding loop of the 6LU7 model (from
SARS-CoV-2 Mpro), and its quality was confirmed by comparison with another crystal
structure of SARS-CoV Mpro (PDB ID: 2H2Z). Counter ions were added to to neutralize
the systems as shown in Table S15. Water molecules were placed using the combination
of 3D-RISM [52] and the Placevent algorithm [53]. AMBER 18 LEaP [54] was used to
immerse models in a truncated octahedral box with 12 Å radius of TIP3P water molecules
and prepare the systems for simulation using the ff14SB force field [55]. The number
of added water molecules is shown in Table S15. The PMEMD CUDA package of AM-
BER 18 software [54] was used to run 10 replicas of 50 ns for each system. The starting
geometry for each system was kept, but the initial vectors were randomly assigned to
enrich conformational sampling. The minimization procedure consisted of 2000 steps,
involving 1000 steepest descent steps followed by 1000 steps of conjugate gradient en-
ergy minimization, with decreasing constraints on the protein backbone (500, 125 and
25 kcal·mol−1·Å−2) and a conjugate gradient minimization with no constraints. Next,
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the systems were gradually heated from 0 to 300 K over 20 ps using a Langevin thermostat
with a collision frequency of 1.0 ps−1 in periodic boundary conditions with constant vol-
ume. Equilibration stage was run using the periodic boundary conditions with constant
pressure for 1 ns (10 ns in the case of caspase-3 and factor Xa structures to ensure proper
equilibration) with 1 fs step using Langevin dynamics with a frequency collision of 1 ps−1

to maintain temperature. Production stage was run for 50 ns with a 2 fs time step using
Langevin dynamics with a collision frequency of 1 ps−1 to maintain constant temperature.
Long-range electrostatic interactions were treated using the particle mesh Ewald method
with a non-bonded cut-off of 10 Å and the SHAKE algorithm. The coordinates were saved
at an interval of 1 ps. The computation of the maximum available volume (MAV) is given
in the Supplementary Information.

3.5. Water Molecules Tracking, Hot-Spots Identification

AQUA-DUCT 1.0 software [56] was used to track water molecules for all proteases in
each simulation replica. Tracking of water molecules was conducted in two specific regions:
the Object, which represents the cavity of a particular interest, and the Scope representing the
whole macromolecule. The Object was defined as a 4 Å sphere around the centroid of the
active site residues of each protein (catalytic residues listed in Table 2), and the Scope was
defined as the interior of a convex hull of α-carbon atoms in all structures. AQUA-DUCT
was also used for identification of hot-spots, defined as the regions of the highest density
of traced molecules within the protein interior. AQUA-DUCT is able to calculate hot-spots
using two types of data: (i) using only the pathways of those molecules that entered the
Object to calculate local hot-spots, and (ii) using the pathways of all molecules that entered
the Scope region to calculate the global hot-spots. Both types of hot-spots were calculated
for each of the simulation replica, and then simplified using the hs_gsimplifier.py script.
The hs_simplifier.py script was used to analyze the positions of all identified hot-spots and
grouped those hot-spots which were located within a radius of 3 Å in the case of global
hot-spots, and 2 Å in the case of local hot-spots. Then it provided the information about the
particular simulation replica in which the hot-spot was identified. The information was
kept and the simplified hot-spots are colour-coded according to their occupation. Those
which were the most common were colored dark red, and those which were rare are white.

3.6. Molecular Docking and Validation

To ensure a high accuracy in pose prediction, we determined a fitting structural en-
semble for each target that was able reproduce to binding modes of a maximal portion
of non-covalent cocrystallized ligands. We evaluated the Glide standard-precision (SP) [57]
as well as the smina [58] docking protocol throughout this study. While default setting were
retained for Glide including the grid generation, an exhaustiveness of 16, a cubic search
space with a side length of 21 Å, as well as a random seed of 42 was configured for smina.
The centroids for the respective search spaces were determined by computing the mass
center of the cocrystallized ligand. The RMSD between the docked pose and the respective
cocrystallized ligand was computed using the rmsd.py script that comes with Maestro after
protein structure alignment. In the case of unsatisfying pose prediction, we created struc-
tural ensembles (Tables S16–S18) by clustering representative structures of MD simulations
as detailed in our previous work [4]. For each protein, the docking protocol combined with
the structural ensemble correctly reproducing the highest number of cocrystallized ligands
was selected to assess the potential to discriminate random decoy compounds from known
binders. Actives for each target were collected from various sources including crystal
structures, the literature, as well as the PubChem database [59]. The respective decoy
compounds were generated using the novel DUDE-Z web server [60] with SMILES strings
as input. Since LigPrep frequently generated multiple plausible protonation states and
stereoisomers of the decoys, we chose the best docking score against the ensemble of each
isomer. Together with the results from the known binders, the docking scores were submit-
ted to the Screening Explorer web server [61] to determine enrichment metrics including
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the maximal reachable enrichment as well as the ROC AUC. The following selectivity
assessment was conducted by using SARS-CoV-2 Mpro inhibitors as decoy compounds
combined with known binders as actives. The ROC AUC metric was again obtained from
the Screening Explorer web server and the scores were compared in a histogram computed
using the Matplotlib [62] python library. To compare the absolute values of the docking
scores among the different proteins, smina was used to rescore the poses obtained from
Glide SP docking in the case of SARS-CoV-2 Mpro, caspase-3, and chymase. Lastly, we
aimed on deducing the structural factors for selective binding by visual inspection of the
binding modes.

3.7. MD and MM/GBSA Post-Processing

To obtain more confidence in the results from docking, we post-processed the docking
poses with the MM/GBSA protocol. Using Desmond (v2019-1), we conducted 2 ns simula-
tions of all 576 ligand-protein complexes with different targets. We used the OPLS_2005
force field in an NPT ensemble with a temperature of 310 K maintained by the Nose-Hoover
thermostat and atmospheric pressure maintained by the Martyna-Tobias-Klein barostat.
The orthorhombic periodic boundary system was solvated with TIP3P water molecules.
Long-range interactions were treated with the u-series algorithm [63] and short-range
interactions were cut off at 9 Å, while bonds to hydrogen atoms were constrained with the
M-SHAKE algorithm. The default relaxation protcol in Desmond was applied before the
production phase. Atomic coordinates were deposited in an interval of 20 ps and the ther-
mal_mmgbsa.py script that comes with Maestro (v2019-4) was applied to obtain binding
free energies of the last 10 frames of the simulations, which were averaged thereafter.

4. Conclusions

Due to the current COVID-19 pandemic and the lack of specific therapeutics, many
small molecules that inhibit SARS-CoV-2 Mpro have been proposed. This work aims to
support further development of these compounds in order to avoid safety issues due to off-
target binding, which is one of the major reasons for late stage drug attrition. We addressed
the concern of selectivity and off-target binding of 33 published, experimentally confirmed
SARS-CoV-2 Mpro inhibitors by predicting their affinity toward eight different proteases
and profiling their active sites regarding hydration site and small-molecule hot-spots. Even
though the selected off-target proteins presented a low global sequence identity to SARS-
CoV-2 Mpro, their binding sites were considerably similar. This similarity could explain
the predicted affinities of the SARS-CoV-2 Mpro inhibitors, which presented a considerable
overlap with actives against chymase, UCHL1, and cathepsin G. Interestingly, inhibitors of
prostasin displayed higher predicted binding affinities to SARS-CoV-2 Mpro than its native
inhibitors. Refining the SARS-CoV-2 Mpro inhibitors may be necessary to achieve higher
affinities toward their designated target, as well as to improve selectivity and thereby
decrease off-target binding. Around one third of the investigated compounds presented
medium to high potential for endocrine disruption, altered drug metabolism, or cardiac
adverse events based on the prediction of binding affinities towards 16 well established
anti-targets. Our work showed that, while there are many proposed SARS-CoV-2 Mpro

inhibitors, they generally exhibit poor selectivity and may cause pharmacological undesired
effects by off-target binding. Even though the panel of proteases share a comparably low
sequence identity and different substrate specificity, enzymes such as cathepsin G, factor
Xa, as well as UCHL1 could be relevant off-targets for novel antivirals. If experimental
testing and compound optimization efforts will be guided to achieve selectivity over the
suggested anti-targets, novel antivirals could have an improved safety profile.

Supplementary Materials: The following are available online at https://www.mdpi.com/1422-0
067/22/4/2065/s1, Figures S1 and S2: Active site similarity, Table S1: Maximal available volumes,
Figures S3–S18: Structures of actives for each protease, Tables S2–S10: Origin of active compounds,
Figure S19: Binding free energies obtained by MM/GBSA calculations, Figure S20: Score distribution
of SARS-CoV-2 actives against every target, Figures S21 and S22: 2D depiction of discussed binding
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modes, Tables S11 and S12: metrics of docking protocol validation, Table S13: Toxic potential of
SARS-CoV-2 actives, Figure S23: Molecular weight of SARS-CoV-2 actives, Figure S24: Comparison
of docking scores, Supporting text: Model preparation, Supporting text: MAV calculation, Table
S14: UniProt identificators for all proteases, Table S15: Ions and water molecules for conventional
MD, Tables S16–S18: Crystal structures considered in docking. References [64–66] are cited in the
Supplementary Materials.
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Human soluble epoxide hydrolase (hsEH) is involved in the hydrolysis of epoxyeicosatrienoic acids
(EETs), which have potent anti-inflammatory properties. Given that EET conversion generates
nonbioactive molecules, inhibition of this enzyme would be beneficial. Past decades of work on hsEH
inhibitors resulted in numerous potential compounds, of which a hundred hsEH–ligand complexes
were crystallized and deposited in the Protein Data Bank (PDB). We analyzed all deposited hsEH–ligand
complexes to gain insight into the binding of inhibitors and to provide feedback on the future drug
design processes. We also reviewed computationally driven strategies that were used to propose novel
hsEH inhibitors.

Keywords: Human soluble epoxide hydrolase (hsEH); hsEH inhibitors; Protein–ligand interactions; Pharmacophore;
Drug design
Introduction
hsEH is a bifunctional homodimeric enzyme that is a member of
the epoxide hydrolase family. It comprises two independently
folded domains: an N-terminal domain (NTD) with phosphatase
activity and a C-terminal domain (CTD) with hydrolase activity.
hsEH is encoded by EPHX2 and occurs in cytosol and peroxi-
somes [1]. The enzyme is distributed in most tissues, including
liver, kidney, intestine, adipocytes, neurons, and blood vessels
[2,3]. Its CTD hydrolyzes arachidonic acid epoxides and other
natural epoxy-fatty acids, especially the transformation of regioi-
somers of 5,6-,8,9-,11,12-, and 14,15-EETs to the corresponding
dihydroxyeicosatrienoic acids (DHETs) [4]. The conversion of
EETs by hsEH generates nonbioactive molecules; thus, enzyme
inhibition would be expected to enhance EET bioavailability
and their beneficial properties. hsEH was proposed as a molecular
target in many diseases and disorders, including cardiovascular,
metabolic, renal, ocular, neurodegenerative, and psychiatric dis-
orders, as reviewed elsewhere [5–11]. Significant efforts have
⇑ Corresponding author. Góra, A. (a.gora@tunnelinggroup.pl)
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been made to develop inhibition strategies against hsEH.
Although numerous potential inhibitors were proposed, none
was successfully applied. In this review, we emphasize the contri-
bution of computational approaches to hsEH studies and provide
feedback from the analysis of crystal structures of hsEH with
bound inhibitors underlying the potential impact of intramolec-
ular voids, tunnels, or regulatory elements in drug development
[12–14].
Architecture of the hsEH hydrolase domain
The hsEH CTD comprises two parts, the core (main) domain
(M235-P369 and M469-M555) and the cap (lid) domain (S370-
R468 with a flexible cap-loop F409-T443) (Fig. 1a). The so-
called NC-loop (Y348-S370) connects both domains. The active
site of hsEH is buried inside the protein core in an ‘L’-shaped
pocket. The two branches that comprise the internal pocket are
15 Å (long branch) and 10 Å (short branch) long. The entire
pocket is hydrophobic. The branches are connected by a small
1359-6446/� 2021 The Author(s). Published by Elsevier Ltd.
7This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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FIGURE 1
(a) Crystal structure of the hydrolase domain of human soluble epoxide hydrolase (hsEH). The main domain is in grey and the cap domain is in blue. Internal
pockets are shown and are in beige; the residues building the active site are presented as red sticks. (b) Localization of areas of water molecule entry/egress
(clusters) to the active site of hsEH. Small balls represent single inlets of water molecule entry/egress, colors correspond to identified tunnels (pink, Tm1;
green, Tc/m; cyan, Tg; orange, Tm2). (c) Comparison of the water-accessible volumes of hsEH identified during molecular dynamics (MD) simulation (blue
mesh) with the protein internal pockets identified in hsEH crystal structure (Protein Data Bank (PDB) ID: 1s8o; beige surface). (d) The ‘open’ (upper panel) and
‘closed’ (lower panel) conformation of the F497 residue. The side-chain rotation of the F497 residue regulates access to the Tc/m tunnel.
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bottleneck in which the catalytic triad and two stabilizing resi-
dues are located (D335, D496, H524, Y383, and Y466) [15–17].
The active site catalyzes the epoxide hydrolysis reaction, as sum-
marized by Hopmann and Himo [18].

The active site is connected with the environment through
tunnels. The presence of two branches suggests that the protein
only has two entrances to its interior. However, tracking of water
molecules during MD simulations implemented in the AQUA-
DUCT software [19] provided information about four entrance/
exit locations for molecules penetrating the hsEH (Fig. 1b). We
have marked them according to previously published nomencla-
ture [20]: Tm1, used by most (~78%) of the identified water mole-
cules, permanently open, located in the long branch between
helices a4 and a10; Tc/m, used by ~20% of water molecules,
located at the border of domains, in the short branch (between
loops E520-H524 and A411-S415); Tg, transient (<1%) gorge link-
ing Tc/m with Tm1 (regulated by E494-L499 loop); and Tm2,
rarely used (<1%), separated by two loops (the N359-M369 part
of the NC-loop and the S479-P488 loop), adjacent to the Tm1
tunnel. Secondary structure motifs are presented in Fig. S1 and
Table S1 in the supplemental information online. The performed
analysis also depicts that the internal cavity of hsEH is substan-
tially larger than that observed in the crystal structure (Fig. 1c).
Overview of hsEH inhibitors
Origin of the co-crystallized hsEH inhibitors
Some of the earliest hsEH inhibitors were trans-3-phenylglycidols
and chalcone oxides, althoughmost inhibitors contained the fol-
lowing scaffolds: urea, amide, carbamate, thiourea, thioamide,
thioester, carbonate, ester, amidine, and guanidine, as well as
heterocycles, aminoheterocycles, and/or aminoheteroaryls [21].
Among countless synthesized inhibitors, only individual com-
pounds were qualified into clinical trials. However, none has
received approval for use in the clinic.
www.drugdiscoverytoday.com 1915
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In this review, we focus on inhibitors co-crystallized with
hsEH. The crystal structures of enzyme–inhibitor complexes are
the final experimental verification of the predicted or observed
binding affinity of the proposed compounds to hsEH. They were
proposed with the use of methods such as structure–activity rela-
tionships (SARs), virtual screening (VS) docking, or fragment-
based crystallography (Table S2 in the supplemental information
online).

The first crystal structures deposited in the PDB [22] were pro-
posed by Gomez et al. [15,23] based on previous quantitative SAR
(QSAR) analyses [24,25]. SAR along with the lead optimization
disclosed a series of potent arylamides [26], urea derivatives
[27–32], pyrazoles [33], and piperidine-derived non-ureas [34].
Hiesinger et al. used a combination of selective optimization of
the side activities approach (SOSA) with computer-aided target
deorphanization to identify talinolol as a potent inhibitor of
hsEH [35]. VS studies were also used to identify novel inhibitors
[36], which were generally amide or urea derivatives. By contrast,
Morisseau et al. obtained fulvestrant as potent hsEH inhibitor
[37]. Pilger et al. used docking together with spin diffusion-
based nuclear magnetic resonance (NMR) methods to propose
urea- and indazole-based inhibitors [38]. A combination of a
VS, docking, and SAR approach was used by Xing et al. to pro-
pose benzoxazole and derivatives [39], whereas Thalji et al. pro-
posed 1-(1,3,5-triazin-yl)piperidine-4-carboxamide [40] as
potential hsEH inhibitors.

The highest number of hsEH–inhibitor complexes deposited
in PDB were obtained by fragment-based crystallography.
Amano et al. identified numerous fragments that inhibit sEH
and revealed their binding modes. They discovered novel inhibi-
tor scaffolds, such as aminothiazole, benzimidazole derivatives,
and N-ethylmethylamine [17,41]. Complexes obtained by Öster
et al. showed the possibility of dual conformations or multiple
binding sites for some compounds. The results also revealed that
the ligand properties, such as potency, efficiency and, to some
degree, clogP, influence the successful generation of crystal struc-
tures with bound ligands [42]. Xue et al. used a combination of
fragment-based crystallography and high-throughput VS (HTVS)
to map the hsEH active site pocket and identified two scaffolds,
oxoindoline, and 2-phenylbenzimidazole-4-sulfonamide [43].
Lately, a novelty among inhibitors was the crystallization of
the first endogenous ligand, 15-deoxy-D12,14-prostaglandin-J2
(15d-PGJ2), with hsEH [44]. Details of the studies leading to
the crystallographic structures of hsEH–inhibitor complexes
can be found in Table S2 in the supplemental information
online.

Computational efforts to propose novel hsEH pharmacophore
models and inhibitors
Hammock’s group reported a series of 1,3-disubstituted ureas,
related amides, and carbamates as first pharmacophores. They
then expanded the idea toward dicyclohexyl urea and 12-(3-ada
mantan-1-yl-ureido)dodecanoic acid AUDA compounds to pro-
pose a model that comprises primary, secondary, and tertiary
pharmacophores (P1, 1,3-disubstituted urea, and polar groups
P2, P3) connected by the hydrophobic linkers L1 and L2
[21,45]. Scientists have also adopted multiple approaches, often
computationally driven, such as HTVS, SAR, and docking, to
1916 www.drugdiscoverytoday.com
improve the components of the above-mentioned model, or to
propose new ones (Fig. S2 and Table S3 in the supplemental
information online) [46–49].

Moser et al. developed a pharmacophore model based on co-
crystallized inhibitors of sEH [46]. The pharmacophore com-
prises two donor/acceptor features (F3 and F4), and three
hydrophobic regions (F1, F2, and F5). Two acceptor and two
donor features are optional (F6–F9). The model was later used
to find dual 5-lipoxygenase (5-LO)/sEH) inhibitors [50]. This dual
target was also studied by Nandha et al., who optimized the ben-
zimidazole derivative hits by incorporating SAR studies [51]. Wal-
tenberger et al. created a set of multiple structure- and ligand-
based pharmacophore models to cover different putative binding
modes of the ligands [47]. Tripathi et al. applied a 3D-QSAR
approach to design a pharmacophore model containing four fea-
tures: one hydrogen bond acceptor, two hydrophobic rings, and
one aromatic ring [48]. Bhagwati et al. presented three ligand-
based pharmacophore: ADH, ADHH, and AADHH (A, hydrogen
bond acceptor; D, hydrogen bond donor; and H, hydrophobic
feature) [49]. All models are presented in Fig. S2 and study details
are summarized in Table S3 in the supplemental information
online. All of the above-mentioned studies targeted the ‘L’-
shaped internal cavity, with the main focus on the active site sur-
rounding, underlying the importance of D335, T383, and Y466
while binding. Studies also confirmed that urea- and amide-
based inhibitors are the most commonly used.

Recently, Scholz et al. created and screened a small carbo-
ranylcarboxamide compound library and identified meta-
carboranyl derivatives as suitable 3D-pharmacophores that could
extend the chemical space in drug discovery, targeting sEH [52].
Abis et al. revealed novel, dual inhibitory mechanisms, in which
the hsEH can be inhibited by reversible binding of 15d-PGJ2 in
the catalytic pocket, and by covalent locking onto C423 and
C522, distanced from the active site [44]. Furthermore, searching
for potential inhibitors among natural products [53,54] has also
impacted hsEH inhibitor development [55–59].
Analysis of known inhibitors co-crystallized with hsEH
CTD
Efforts to understand hsEH function and selectivity resulted in
105 crystal structures deposited in the PDB, of which 101 are
complexes containing ligands relevant to CTD inhibition. We
revisited these structures using methods described in Box 1 to
map the interactions between the protein and inhibitors, and
to summarize targeted parts of the CTD (Table S4 in the supple-
mental information online).
Binding residues clustering
In total, 43 amino acids were identified as interacting with
ligands. Amino acids were clustered based on the similarity of
the interaction pattern between residues and inhibitors. This
approach revealed five principal clusters: C-1a, C-1b, C-2, C-3,
C-4, and a set of outliers (Fig. 2). Clusters C-1a (light pink) and
C-1b (deep pink) cover the long branch of the ‘L’-shaped pocket
and most of the bottleneck, where the active site is located. They
surround the main entrance to the interior of the protein, the
Tm1 tunnel. Clusters C-2 (cyan), C-3 (green), and C-4 (yellow)
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FIGURE 2
(a) Localization of the amino acids identified for particular clusters. Amino acids are shown in two different representations: as spheres in the figure
presenting the whole protein and as sticks in figures showing specific cluster locations. The internal cavities of the protein crystal structure are colored
according to the colors of the amino acid clusters that occupy them. (b) Amino acids clustering results. Clusters are presented in the form of a radial
cladogram and stars indicate active site residues. Surface amino acids are in bold. (c) Number of inhibitors identified by LigPlot as interacting with a particular
residue. The same color scheme is provided for all figures: C-1a (light pink), C-1b (deep pink), C-2 (cyan), C-3 (green), C-4 (yellow), and a set of outliers (grey).
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surround the short branch and cover the remaining part of the
bottleneck. Cluster C-1a is formed by 13 amino acids, and cluster
C-1b by nine residues. D335 and H524 from the catalytic triad,
and both stabilizing tyrosines were identified within cluster C-
1b. Residues from this cluster interact with the majority of ana-
lyzed inhibitors. Cluster C-2, formed by six amino acids, is
located between the cap and main domains, close to the active
site, and surrounds the Tg tunnel. Within this cluster, the
remaining catalytic residue, D496, was identified. It interacts
with known inhibitors less often compared with the remaining
active site residues. Cluster C-3, formed by six amino acids from
the cap domain, mostly from the cap-loop (R410, A411, S415,
and L417), is located above the entrance to the Tc/m tunnel.
F497 residue potentially works as a gate and regulates access to
the active site for bulky inhibitors via the Tc/m tunnel
(Fig. 1d). This residue was also highlighted by Amano et al. as
being involved in specific interactions [17]. Cluster C-4, formed
only by two amino acids, is also located in the cap domain, closer
to the hinge region that links the cap and main domains, and
contributes to the structure flexibility.

All remaining amino acids are specific for interactions with
individual inhibitors and, therefore, were clustered as outliers.
These residues are located on: (i) the NC-loop, near the entrance
to the rarely used Tm2 tunnel (N366) and facing one of the walls
from the long branch (P361); (ii) the loop between domains, near
the active site (P268); (iii) close to the hinge region (N378); and
(iv) in the cap domain (S412, V416, and L397, of which the first
two amino acids are part of the cap loop).
Inhibitor clustering
Inhibitor clustering was performed based on the interaction pat-
tern between residues and inhibitors, enabling some structural
www.drugdiscoverytoday.com 1917
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similarities of the inhibitors to be observed. Clustering of inhibi-
tors indicated four major binding locations in the hsEH interior,
named as C-I (red), C-II (orange), C-III (blue), and C-IV (light
green) (Fig. 3, and Table S4 in the supplemental information
online). Eight of the co-crystallized compounds were assigned
as outliers (Fig. S3 in the supplemental information online).
Interestingly, most of the outliers are compounds that were crys-
tallized in multiple positions. Residues interacting with inhibi-
tors from particular clusters are listed in Table S5 in the
supplemental information online and inhibitors clustering
results together with their chemical structures are shown in
Fig. S4 in the supplemental information online.

Nine inhibitors gathered in cluster C-I (red on Fig. 3) bind to
the lower part of the long branch. They are positioned close to
the Tm1 tunnel entry and do not reach the active site. All com-
pounds from this group contain at least one aromatic ring in
their structure. In most of the structures, the aromatic ring is sur-
rounded by M310, Y343, A365, N472, W473, and A476 residues.

Five inhibitors (one crystallized in two positions) grouped in
cluster C-II (orange on Fig. 3) bind to the upper part of the long
branch, close to the active site. All compounds contain at least
two aromatic rings in their structures, and none of the structures
in this group has a urea or amide moiety. All compounds interact
with D335 from the catalytic triad, with W336, and (except one
inhibitor) with at least one of the following S374 and I375.

Most of the inhibitors (66) are gathered in cluster C-III (blue
on Fig. 3). This group is the most structurally diverse; it com-
prises both small inhibitors (crystallized in the bottleneck), and
those with extensive structures, consisting of several rings and
aliphatic linkers (occupying the whole ‘L’-shaped pocket). Most
of the derivatives contain disubstituted urea or a carboxamide
motif in the central part of their structure, which targets at least
three active site residues (D335, Y383, and Y466). Given their
specific interactions, they can be divided into ten subclusters
(C-IIIa–j).

The subcluster C-IIIa groups together eight rather short non-
urea derivatives. At a first glance, they share a common motif
of the aromatic ring with the attached halogen atom(s). How-
ever, closer inspection shows that this motif can be oriented
toward different residues. Besides interacting with amino acids
from the active site, compounds can interact with F267, W336,
M339, Q384, and V498. Five compounds grouped in subcluster
C-IIIb share a disubstituted urea motif connected (in most cases)
with one aromatic ring with an attached halogen atom(s). Those
compounds interact with the same residues as compounds from
subcluster C-IIIa and additionally with H524 and W525 residues.
The subcluster C-IIIc gathers nine inhibitors, which are generally
carboxamide derivatives. Although these inhibitors interact with
the same residues as subcluster C-IIIb, they form additional inter-
actions with L408, M419, and L42 8because their structures are
more complex. The subcluster C-IIId also contains nine inhibi-
tors. Most inhibitors are disubstituted urea or carboxamide
derivatives (with one exception). Their interaction pattern is
the most similar to subcluster C-IIIb, but they rarely interact with
W525. Instead, they form an additional interaction with L499.
The subcluster C-IIIe comprises 13 disubstituted or urea deriva-
tives (with three exceptions). In most cases, the urea motif is con-
1918 www.drugdiscoverytoday.com
nected with an aromatic ring. In some structures, the
trifluoromethyl group is attached to the aromatic ring through
the other heteroatom. Although the interaction pattern is similar
to the pattern of the subcluster C-IIIc, the interactions with L428
andW525 are rare. Additionally, interactions with I375 and F391
are observed. The subcluster C-IIIf contains four inhibitors,
which are disubstituted urea and carboxamide derivatives with
at least two aromatic rings. Although they also share a similar
pattern to subcluster C-IIIc, they do not interact with L428;
instead, they interact often with I363, F387, L499, and M503.
The subcluster C-IIIg groups 11 rather compact compounds,
most of which are amine or heteroaromatic derivatives. Only
two urea and one carboxamide derivatives are found in this
group. Their interaction pattern corresponds to that observed
in the subcluster C-IIIc. Interactions with active site amino acids
are mostly formed by heteroatoms from aromatic rings. Given
the size of the compounds, interactions with M339 and L428
are not observed and the compounds rarely interact with Q384
and V498 residues. The subcluster C-IIIh contains eight inhibi-
tors, five of which share a disubstituted urea motif, the others
being amide, amine, and pyrazole derivatives. The interaction
pattern in this subcluster is similar to that in subcluster C-IIIb.
Compared with members of other subclusters, inhibitors from
subclusters C-IIIh and C-IIIb often interact with T360. The sub-
cluster C-IIIi comprises five compounds, most of which are pyra-
zole or benzimidazole derivatives. None of them has urea or
carboxamide motives. Despite the residues from the active site,
they interact with F267 and W525. The unique inhibitor from
the subcluster C-IIIj is fulvestrant. Given its size, it has many
unique interactions, but also shares a common interaction pat-
tern with other compounds from cluster C-III.

Twenty-four inhibitors (two crystallized in more than one
position) are gathered in cluster C-IV (light green on Fig. 3). They
are crystallized between the main and cap domains in the hsEH
structure. Almost all compounds from this cluster commonly
interact with F267, Y383, F387, L417, M419, F497, V498, and
H524. Given their specific interactions, the compounds can be
further divided into four subclusters (C-IVa–d).

The subcluster C-IVa groups 12 compounds. Most of them
comprise at least two aromatic rings. Often they contain cyclic
carboxamide derivatives in their structures. One of the com-
pounds is unique because of its two long aliphatic chains. Most
of the remaining inhibitors from subclusters C-IVb–d contain
two condensed or isolated aromatic rings. Often, they have het-
eroatoms in their structures. Compounds from subcluster C-IVa
specifically interact with L408, and W525. In most cases, the het-
eroatoms form hydrogen bonds with D496 and F497. Com-
pounds from subcluster C-IVb interact with L408 and Y466;
however, they do not interact with Y383, F497, andW525. Com-
pounds from subcluster C-IVc interact with L408 but do not
interact with Y383, F387, L417, and D496. Inhibitors from sub-
cluster C-IVd form bonds with Y383 and F387, but do not inter-
act with F267, L408, and F497.

Inhibitors characterized as outliers (six structures, one crystal-
lized in multiple positions) bind to the long branch or at the bor-
der of cap and main domains (Fig. S3 in the supplemental
information online).
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Box 1 Methods

Interactions analysis
In total, 101 crystal structures of hsEH–inhibitor complexes (as

of December 2020) were downloaded from the PDB database.

The CTD was selected for further analysis. Some inhibitors were

crystallized at various positions, which resulted in an analysis of

124 protein–ligand complexes. Amino acids involved in interac-
tions between hsEH and inhibitors were identified by LIGPLOT

[64]. The first step of the analysis involved reading the 3D coor-

dinates of the protein structures and identification of atoms

belonging to inhibitors. A list of both hydrogen and nonbonded

interactions between hsEH and ligands was generated. In the

case of identifying the hydrogen bonds, the program computes

all possible positions for hydrogen atoms (H) attached to donor

atoms (D) that satisfy geometrical criteria with acceptor atoms
(A) in the vicinity. The criteria were as follows: H–A distance

was <2.7 Å and the D–A distance was <3.35 Å. The program also

lists all possible nonbonded contacts between atoms that are

less than a specified distance apart. The cutoff was set to 3.9 Å.

All possible interactions between hsEH and inhibitors are sum-

marized in Table S4 in the supplemental information online.

Clustering
The hierarchical clustering was used to group amino acids

and inhibitors, based on the interaction similarity expressed in

binary form (1 indicating an interaction, 0 indicating no interac-

tion). A cluster package from the SciPy library [65] was used with

the Jaccard metric to compute the distance between the points

and the average method to perform the linkage.

Molecular dynamics simulation
The crystal structure of hsEH (PDB ID: 1s8o) was downloaded

from the PDB database. The NTD and the co-crystallized hexa-
ethylene glycol were manually removed from the structure. MD

simulations were carried out according to the protocol described

by Mitusi�nska et al. [20].

Tunnels identification
The AQUA-DUCT 1.0 software was used to track water mole-

cules and to identify areas of molecule entry/egress to the active

site. Molecules that entered the so-called ‘Object’, defined as a 5-
Å sphere around the center of geometry of active site residues,

namely D333, Y383, Y466, D496, and H524, were traced within

the ‘Scope’ region, defined as the interior of a convex hull of

hsEH CTD Ca atoms. Points at which the molecules of interest

enter or leave the Scope (so-called ‘inlets’) were clustered to pro-

vide information about the tunnel network of the protein.
Concluding remarks and perspectives
Most of the research conducted so far highlights the importance
of the side chain residues comprising the active site, D335 from
the catalytic triad, and stabilizing Y383 and Y466 residues. The
hydrogen-bonding network between the known inhibitors and
these residues is a highly conserved feature across the reported
hsEH inhibitors, as demonstrated by numerous research studies
[17,36,41–43]. Despite the active site, the hydrophobic interior
of the cavities, defined by F267, Y383, L408, M419, V498, and
W525 (the so-called F267 pocket), as well as the hydrophobic sur-
face defined by W336, M339, and L499 (the so-called W336
niche) were often targeted to provide high binding affinity and
selectivity of proposed inhibitors [15,16]. The hydrophobic inte-
rior means that a large part of the inhibitor structure needs to be
hydrophobic, which, as a consequence, reduces their solubility.
All these findings are supported by the interaction map provided
in our review of the known inhibitors (Table S2 in the supple-
mental information online). However, close inspection of the
inhibitors from the most abundant cluster C-III revealed that
the aromatic moieties that interact with H524 and/or W525 were
found in >75% of structures. This underlines the importance of
the presence of aromatic groups in the F267 pocket, which was
neglected in most of the proposed pharmacophore models
(Fig. S2 in the supplemental information online).

The active site of hsEH is buried inside the core of the protein.
Thus, in all analyzed crystal structures, the potential inhibitors
are located inside the interior of the protein’s. Although such a
location of potential inhibitors adds new constraints for inhibi-
tor design, it might also provide new opportunities. As described
by Marques et al., the inhibitors can target not only the active
site itself, but also the tunnels providing access to it [14]. Our
analysis indicated that, in the case of hsEH, the interaction with
active site residues and their surrounding is not vital for success-
ful inhibitor design. An excellent example are members of the C-
I inhibitor cluster, which bind close to the Tm1 entry and do not
reach the active site residues. In addition, some of the inhibitors
from the C-II and C-IV clusters are located exactly within the
entry/egress areas, mostly near the Tm1 and Tg tunnels. In con-
trast to the inhibitors from cluster C-II, which occupy the large
hydrophobic moiety, small inhibitors positioned on the border
of the buried and surface-exposed residues might benefit from
residues donating functional groups, which are essential for
increasing the solubility of the compounds. Targeting such
regions while designing novel inhibitors could overcome exist-
ing limitations regarding the low solubility of inhibitors. Addi-
tionally, analysis of all deposited hsEH–inhibitors complexes
indicated that the inhibitors do not fully occupy the available
internal pocket and that there is still some unused space at the
ends of both the short and long branches of the ‘L’-shaped
pocket that could host specific inhibitors with increased solubil-
ity and still guarantee high selectivity.

Surprisingly, we also identified the limited use of advanced
computational approaches that could explore the potential con-
formational changes of the interior of the protein. Including pro-
tein dynamics during drug development would increase the
conformational sampling of the protein interior and enable the
design of compounds that could bind to the unexplored regions
of hsEH. One of the best examples of such strategy is the design
of selective inhibitors for nitric oxide synthase, where detection
of the side chain rotation of a single amino acid providing access
to the additional pocket resulted in a successful design of selec-
tive inhibitors [60]. Together with protein interior dynamics, it
is also important to take into consideration the role of water
molecules during drug design [61]. Several tools incorporating
the information provided by water molecules have already been
proposed [62]. Similarly, mixed-solvent MD studies could pro-
pose new pharmacophore models based on the most probable
www.drugdiscoverytoday.com 1919
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FIGURE 3
Localization of inhibitors identified for the main clusters of human soluble epoxide hydrolase (hsEH): C-I (red), C-II (orange), C-III (cyan), C-3 (blue), and C-IV
(light green). Inhibitors are shown as sticks. The internal cavities of the protein crystal structure are colored according to the colors of the amino acid clusters
that occupy them.
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location of a particular solvent during MD simulations. Such a
concept is widely used in drug discovery, as reviewed by Ghana-
kota and Carlson [63].
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Enzymes with buried active sites maintain their catalytic function via a single tunnel or tunnel network.
In this study we analyzed the functionality of soluble epoxide hydrolases (sEHs) tunnel network, by com-
paring the overall enzyme structure with the tunnel’s shape and size. sEHs were divided into three groups
based on their structure and the tunnel usage. The obtained results were compared with known substrate
preferences of the studied enzymes, as well as reported in our other work evolutionary analyses data. The
tunnel network architecture corresponded well with the evolutionary lineage of the source organism and
large differences between enzymes were observed from long fragments insertions. This strategy can be
used during protein re-engineering process for large changes introduction, whereas tunnel modification
can be applied for fine-tuning of enzyme.

� 2021 The Authors. Published by Elsevier B.V. on behalf of Research Network of Computational and
Structural Biotechnology. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Enzymes are proteins that facilitate catalytic reactions in their
active site. In most known enzymes, the active site is buried inside
their structure [1], and connected with the environment by tun-
nels. These tunnels enable and regulate not only substrate entrance
and product release, but also ensure specific conditions within the
active site for the reaction to occur. For example, cytochrome
CYP3A4 structure is equipped with a tunnel called an aqueduct,
which is used only for water molecules transport [2]. The aqueduct
is regulated by R375 side chain, which is able to rotate and switch
between different conformations, thus allowing a fine control of
the presence of water molecules in the active site cavity [3]. There-
fore, tunnels may have a regulatory mechanism, known as molec-
ular gates that can form via one or more amino acids, often bulky
or charged residues, able to rotate their side chain, hence, control-
ling access to the active site [4]. Despite controlling transport of
substrates, products, and additional solvent molecules or even
ions, gates in tunnels are also capable of controlling and synchro-
nizing the reaction, or protecting the active site from poisoning
[5,6].

Since tunnels are involved in the functioning of enzymes with
buried active sites, it may seem that they are evolutionary con-
served structural features, which has been supported by reports
[7–9]. It is known that the most conserved structural feature of
an enzyme is its active site [10]. Additionally, the amino acids
forming the protein core are also more conserved [11,12] and tend
to evolve slower than the surface residues, excluding those
involved in protein–protein and/or protein–ligand interactions
[13,14]. However, in our other study [15] we elucidate that in
the case of the soluble epoxide hydrolases (sEHs) most of their tun-
nels should be considered as variable structural features with only
one exception - the tunnel located at the border between the main
and cap domains. These counterintuitive findings has inspired the
investigation of the structure–function relationship of sEHs in
more detail.

Epoxide hydrolases (EHs) have been subjects of several struc-
tural and genome analyses. Heikinheimo et al. [16] provided four
requirements, to distinguish epoxide hydrolases from other a/b-
hydrolase fold members. A structure is an a/b-hydrolase fold mem-
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ber, when it fulfils at least two of them and maintains the sequence
order of the catalytic triad. The four epoxide hydrolases features
are as follows: i) the sequence order of the catalytic triad is
nucleophile-acid-histidine, with the nucleophile on the canonical
strand b5; ii) the ‘‘catalytic elbow” on top of the b5 strand with a
sequence pattern that is often Gly-X-Nuc-X-Gly; iii) the structure
starts from strand b3 and is at least five strands long, including
the cross-over connection at the nucleophile (strands 43567); iv)
a long loop at the end of b7 strand allows the side chains of the
triad to form a hydrogen bond. Barth et al. [17] systematically com-
pared known EHs based on their sequences, structures and bio-
chemical properties. They identified three conserved and three
variable regions mixed together within the protein’s sequence: i)
the highly variable N-terminal region, which is absent in plant
and most bacterial EHs, while in mammalian and insect microso-
mal EHs this region act as a membrane anchor; ii) the conserved
first half of the a/b-hydrolase core domain; iii) the variable NC-
loop, which starts directly after the b6 strand and ends before
the first cap domain helix, linking the N-terminal part of the core
domain with the cap domain; iv) the conserved mostly helical
cap domain; v) a variable cap-loop inserted between helix a3
and a4 of the cap domain, and vi) the conserved C-terminal half
of the core domain consisting of two b-strands and two a-
helices. A comprehensive genome analysis by van Loo et al. [18]
supports the work by Barth et al. [17]. They screened various geno-
mic databases for EHs of the a/b-hydrolase family and divided
them into 8 groups from a phylogenetic tree. Thus, identifying
the following: i) sequences with proteobacterial origin and pro-
teins with N-terminal signal peptides related to association with
membranes (group 1); ii) sequences of bacterial, archaeal and
eukaryotic origins, and even from multicellular organisms that
have N-terminal extensions of unknown function (group 2); iii)
sequence of mostly putative EHs from actinobacteria, b-
proteobacteria and fungi (group 3); iv) sequence of both EHs and
haloalkane dehalogenases (group 4); v) sequences of mammalian,
bacterial and fungal microsomal EHs and the insect juvenile hor-
mone EHs (group 5); vi) sequence of both fluoroacetate dehaloge-
nases and EHs with the charge-relay aspartate located at the loop
after b6 strand position (group 6); vii) sequences of EHs similar to
those from group 6 with the first conserved ring-opening tyrosine
and charge-relay aspartate located at different positions (group 7),
and viii) sequence of a large number of known plant and mam-
malian EHs, including the mammalian sEHs (group 8). Unfortu-
nately, structures of certain group members remain unknown.

Herein, we analyzed the available crystal structures of sEHs and
performed a detailed analysis of their tunnel network. We focused
on functional tunnels, i.e., tunnels in which we identified pathways
of water molecules leading to/from the active site. We used water
molecules as a molecular probe that enabled the investigation of
the protein intramolecular voids and provided insights into the
protein internal architecture. Thus, we were able to describe the
structural basis of the tunnel network of sEHs. The available infor-
mation on the sEHs substrate preferences were analyzed and com-
bined with the data of the shape and size of their tunnel network.
This study provides insight into the relationship between the
structure of enzyme, usage of tunnels, and substrate preferences.
2. Materials and methods

2.1. Structure selection and preparation for analysis

Eight crystal structures of sEHs were downloaded from the Pro-
tein Data Bank (PDB) database [19]. The selected structure repre-
sent different clades of animals (Mus musculus (msEH, PDB ID:
1cqz [20]) and Homo sapiens (hsEH, PDB ID: 1s8o [21])), plants
194
(Solanum tuberosum (StEH1, PDB ID: 2cjp [22]) and Vigna radiata
(VrEH2, PDB ID: 5xm6 [23])), fungi (Trichoderma reesei (TrEH,
PDB ID: 5uro [24])), and bacteria (Bacillus megaterium (bmEH,
PDB ID: 4nzz [25])), as well as two thermophilic enzymes collected
from hot springs in Russia (Sibe-EH, PDB ID: 5ng7 [26]) and China
(CH65-EH, PDB ID: 5nfq [26]) from an unknown source. Incomplete
structures with missing structural information regarding the posi-
tion of amino acids were discarded (structures were collected in
December 2019). Such structures may introduce bias into the
results of the water molecules flow analysis. Additional ligands
and ions were manually removed, as well as the N-terminal phos-
phatase domain of msEH and hsEH.

2.2. Multiple structure alignment

The selected sEHs structures, comprising only of the selected EH
domains, were submitted to the mTM-align webserver [27]. The
structural alignment was carried out using default parameters.
The obtained alignment was viewed and processed by SeaView
[28].

2.3. Molecular dynamics simulations

The H++ server [29] was used to protonate the analyzed struc-
tures using standard parameters at reported optimal pH for the
enzyme activity (Supplementary Table 1). Additionally, counteri-
ons were added in the structures. Water molecules were placed
using the combination of 3D-RISM theory [30] and Placevent algo-
rithm [31]. Water molecules were added to fill the internal cavities
and pockets of the proteins’ structures [32]. The Amber14 tLEaP
package [33] was used to immerse the models in a truncated octa-
hedral box with 10 Å radius of TIP3P water molecules and the
ff14SB force field [34] was used for the parametrization of each
system. PMEMD CUDA package of AMBER 14 software was used
to run a set of 50 ns MD simulations of selected EHs. To improve
conformation sampling, the starting geometry for each system
was kept but the initial vectors were randomly assigned. The min-
imization procedure consisted of 2000 steps, involving 1000 steep-
est descent steps followed by 1000 steps of conjugate gradient
energy minimization, with decreasing constraints on the protein
backbone (500, 125, and 25 kcal � mol�1 � Å�2) and a final mini-
mization with no constraints of conjugate gradient energy mini-
mization. Next, gradual heating was performed from 0 K to 300 K
over 20 ps using a Langevin thermostat with a collision frequency
of 1.0 ps�1 in periodic boundary conditions with constant volume.
Equilibration stage was conducted using the periodic boundary
conditions with constant pressure for the time stated in Supple-
mentary Table 1 with 1 fs time step using Langevin dynamics with
a frequency collision of 1 ps�1 to maintain temperature. Production
stage was conducted for 50 ns with a 2 fs time step using Langevin
dynamics with a collision frequency of 1 ps�1 to maintain constant
temperature. Long-range electrostatic interactions were modelled
using the particle mesh Ewald method with a non-bonded cut-off
of 10 Å and SHAKE algorithm. The coordinates were saved at
1 ps intervals. The number of added water molecules and ions is
shown in Supplementary Table 1.

2.4. Water path analysis

AQUA-DUCT software [35] version 1.0 was used to trace paths
of all water molecules that were found within a defined distance
from the center of masses of atoms in the catalytic center (as listed
in Supplementary Table 2). The Scope was defined as an interior of
the convex hull of C-alpha atoms of the protein. Each water mole-
cule path was cut to fit to the protein surface (auto_barber set to
protein). All inlets were then clustered using the barber method
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with cutting sphere correction to the van der Waals radius of the
closest atom (auto_barber_tovdw set to True).
3. Results

For the purpose of water molecules flow analysis we selected
only crystal structures, which were unique and complete i.e. no
information was missing about the position of a particular residue.
In the case of repeated structures in PDB database, the apo struc-
ture and/or the one with the best resolution was selected. It was
considered that incomplete or low resolution structures may intro-
duce bias into the results. Eight sEHs structures were chosen that
represent the clades of animals (Mus musculus (msEH) and Homo
sapiens (hsEH)), plants (Solanum tuberosum (StEH1) and Vigna radi-
ata (VrEH2)), fungi (Trichoderma reesei (TrEH)), and bacteria (Bacil-
lus megaterium (bmEH)), as well as two thermophilic enzymes
collected from hot springs in Russia (Sibe-EH) and China (CH65-
EH) from an unknown source (structures were collected in Decem-
ber 2019). The obtained sEHs structures were compared using
mTM-align web server [27] for multiple protein structure align-
ment (MSTA) analysis (Fig. 1). Then, the functional tunnels were
identified using AQUA-DUCT [35] to compare the transport path-
ways. The functional tunnels were defined as those that display
in which pathways of water molecules leading to/from the active
site were identified. In this study we examined if using only crystal
structures of the available sEHs and the information about the
usage of tunnels, could the obtained results of such analyses be
convergent with those of the evolutionary studies based on multi-
ple sequences of EHs. Finally, we combined all data to investigate
and evaluate the structural basis of the tunnel network of sEHs.
3.1. Structure comparison

To perform the structural comparison, we analyzed the struc-
tural features of sEHs using quantitative and qualitative descrip-
tors (length, location/position). Nomenclature from the work of
Barth et al. [17] was employed. The lengths of structural compart-
ments were determined, such as the active site, cap and main
domains, cap-loop and NC-loop, as well as some additional com-
partments (Supplementary Table 3, Fig. 1, and Fig. 2). All analyzed
structures consisted of the main and cap domains, which were
characteristic of the a/b-hydrolase fold. The additional N-
terminal phosphatase domain - which is a known mammalian
sEHs feature - was excluded from the structural analysis. The
length of the analyzed structures varied from 284 (bmEH) to 333
amino acids (TrEH). The number of main domain amino acids var-
ied from 197 (Sibe-EH) to 233 (TrEH), while the number of cap
domain amino acids was correlated with the length of the cap-
loop. The shortest cap domain and cap-loop were found in bmEH,
with 70 and 4 amino acids, respectively, and the longest in msEH
structure, with 100 and 35 amino acids, respectively. The length
of NC-loop connecting the cap and main domains was similar in
almost all analyzed structures (22 amino acids), except for the
thermophilic enzymes (Sibe-EH with 13, and CH65-EH with 16
amino acids) and bmEH (15 amino acids). To provide a precise
description of the structural differences between sEHs another
loop connecting the cap domain with the main domain, which is
referred to as the back-loop in this study, was distinguished. The
back-loop was defined as a loop between the aD helix of the cap
domain and b7 strand of the main domain together with b7 strand
(dark blue on Figs. 1 and 2). Length of the back-loop varied the
most between two thermophilic sEHs: the back-loop of Sibe-EH
consists of 15, while in the case of CH65-EH it consisted of 33
amino acids.
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MSTA of selected sEHs structures provided by the mTM-align
web server were analyzed (Fig. 2 and Supplementary Fig. 1). Thus,
regions of higher structural similarity were identified as those that
display greater differences. The regions of high sequence similarity
corresponded mostly to the main domain. The part of the main
domain that connects with the cap domain by the NC-loop showed
high structural similarity. The NC-loop region also showed high
similarity, however, it is clearly the NC-loop of the group IIb
enzymes differed from the other analyzed sEHs structures. Hence,
the cap domain region was less similar with two exceptions (align-
ment positions 190–206, and 288–320, Fig. 2) that corresponded to
the a-helical regions between the NC-loop and cap-loop, and
between the cap-loop and back-loop. These a-helices formed two
layers of the cap domain (Fig. 2). The cap-loop and back-loop
regions displayed high structural differences. Additionally, the
main domain region connected with the cap domain by the back-
loop displayed higher structural similarity.

The b-barrel shape of the EHs main domain was observed in all
analyzed structures, as well as the location of the cap domain. The
active site was located in the buried cavity between the cap and
main domains. In order to determine the structural factors that
characterize for specific sEHs, the sequences and structures were
aligned using mTM-align webserver. This enabled separation of
structures into three groups (Fig. 3). Surprisingly, both mammalian
sEHs were grouped with fungal TrEH (group I), while the second
group consisted of plant StEH1 and VrEH2 (group IIa), and the third
was bacterial bmEH and thermophilic EHs (group IIb). Structures
were grouped together that displayed some common unique fea-
tures. Enzymes from group I had relatively long cap-loops. The
back-loop of TrEH was longer than that of msEH and hsEH, and
slightly shifted away from the main domain. The a-helix located
after the back-loop, aE helix, was parallel to the adjacent b-
strands, b7, and b8 (secondary structure was derived from the
work of Barth et al. [17], Supplementary Table 3 and Supplemen-
tary Table 4). Enzymes from group IIa had relatively long cap-
loops which were positioned closer to the aD and aE helices com-
pared to group I enzymes. Additionally, in contrast to group I
enzymes, their aE helix rotated towards the aD helix region adja-
cent the NC-loop. Enzymes from group IIb had relatively short cap-
loops, and the longest back-loops. Interestingly, the part of the
back-loop closest to the cap domain was unfolded, whereas
enzymes from groups I and IIa formed an a-helix. The aD helix
was close to the aE helix. The aE helix had similar orientation as
in group I enzymes’ structure. The main domain structure was sim-
ilar in shape in all analyzed structures.

3.2. Water molecules transport analysis

The main aim of our study was to describe the structural basis
of sEHs tunnel network with focus on access to the active site and
the implication of structural differences on the dynamics of the
analyzed proteins. In order to conduct such analysis, five repeti-
tions of molecular dynamics (MD) simulations were conducted (to-
tal of 250 ns per system) to mimic the conformational changes that
occur in physiological conditions to a protein in solution. Then, the
potential transport pathways were investigated, using water mole-
cules as a molecular probe. During explicit solvent MD simulations,
the protein was immersed in solvent (such as water) molecules
that were able to penetrate the protein’s interior. Given the num-
ber of identified water molecules which entered the protein’s
active site, provides the rate of exchange between the enzyme’s
interior and environment. Analysis of these movements provided
detailed information on the tunnel network as well as their usage,
while maintaining the required simulation time at a relatively low
level. In our previous report, we showed that 50 ns of a Solanum
tuberosum sEHs was enough to sample rare events of water mole-



Fig. 1. Crystal structures of selected soluble epoxide hydrolases (sEHs) and a pie chart representing the size of particular compartments. A) Mus musculus sEH (msEH), B)
Homo sapiens sEH (hsEH), C) Trichoderma reesei sEH (TrEH), D) Solanum tuberosum sEH (StEH1), E) Vigna radiata sEH (VrEH2), F) Bacillus megaterium sEH (bmEH), and
thermophilic G) CH65-EH, and H) Sibe-EH from an unknown organism. The data herein represents the data shown in Supplementary Table 3. The proteins are shown as
cartoons. Pie charts under each protein structure show the share of particular compartments in the overall structure, while the number inside the pie chart stands for the
number of amino acids comprising of the whole soluble epoxide hydrolase structure.

K. Mitusińska, P. Wojsa, M. Bzówka et al. Computational and Structural Biotechnology Journal 20 (2022) 193–205
cules entering a particular tunnel [37]. The water molecules trans-
port analysis was facilitated by the AQUA-DUCT software and was
used exclusively to trace pathways of water molecules that entered
the active site of analyzed EHs. The utilization of such workflow
allowed the observation of changes to the protein’s structure,
which, for example, opens or closes a particular pathway leading
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to the active site. The obtained results gave insight into such path-
ways in three regions of sEHs structure - the main domain, cap
domain, and border between these domains. In order to further
clarify these results, the observed pathways were associated with
tunnels. Therefore, the identified tunnels leading to/from the active
site were marked, according to their localization; Tm - main



Fig. 2. Multiple Protein Structures Alignment (MSTA) of selected soluble epoxide hydrolases (sEHs). The proteins’ sequences are color-coded (cap-loop – dark orange, cap –
orange, NC-loop – violet, back-loop – dark blue, main domain – lilac). The dark blue bars indicate regions of higher structural similarity, while the light blue bars indicate
regions of lower structural similarity. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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domain, Tcap - cap domain, and Tc/m - border between those
domains (Fig. 4). The regions in which water molecules entered
and/or left the protein interior are shown as small balls (so-
called inlets) in Fig. 4. The inlets were then clustered to represent
tunnels entries reported elsewhere [15]. It should be noted that not
all tunnels were represented in other structures.

Comparison of all analyzed structures revealed only two tun-
nels that were predominantly utilized by water molecules (above
30% of all identified inlets, Supplementary Table 5): Tc/m tunnel
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located at the border between the main and cap domain, and
Tm1 tunnel located in the main domain. Moreover, we identified
other tunnels, such as Tm2, Tm3, Tm4, Tm5, Tg, and Tside in the
main domain, and another tunnel located between these two
domains, namely Tc/m_side, and Tcap1, Tcap2, and Tcap4 in the
cap domain; those tunnels were, however, rarely used by water
molecules. Information regarding the predominant tunnel allowed
the determination of three different patterns of tunnel usage of
sEHs: i) both Tc/m and Tm1 tunnels are predominantly used



Fig. 3. Structural similarity analysis of soluble epoxide hydrolases (sEHs). A) Schematic representation of sEHs structure. The nomenclature used was in accordance with [36].
B) Cladogram of analyzed sEHs structures. The proteins’ structures are shown as cartoons and for clarity only the most unique regions are shown.
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(msEH, hsEH, and TrEH); ii) only Tm1 tunnel was predominantly
used (StEH1, and VrEH2), and iii) only Tc/m tunnel was predomi-
nantly used (bmEH, CH65-EH, and Sibe-EH) (Supplementary
Table 5, Fig. 4). Interestingly, the observed patterns corresponded
to structural analysis described above. In mammalian and fungal
sEHs two tunnels were predominantly used by water molecules -
Tm1 and Tc/m. In contrast to TrEH, mammalian sEHs additionally
utilized Tg and Tm3 tunnels, as well as Tcap1. In the case of plant
sEHs, Tm1 tunnel was utilized by 92% of water molecules entering
the active sites. Additionally, plant EHs employed several other
tunnels, such as Tc/m, Tm2, and Tm5. Finally, in both thermophilic
enzymes, CH65-EH, and Sibe-EH, Tc/m tunnel was used by the vast
majority (78% and 98%, respectively) of water molecules entering
the active site cavity. Both enzymes also used additional tunnels
located in the main domain and the border between the main
and cap domains. Similarly, bmEH utilizes mostly Tc/m tunnel;
however, in a single MD simulation several water molecules
employed other tunnels. VrEH2 enzyme was the only sEH unable
to utilize Tc/m tunnel, instead the Tc/m_side tunnel was used.
The number of inlets per simulation nanosecond was examined
to determine the water molecules’ flux. bmEH, which utilizes only
one tunnel, was found as the most ‘open’ structure (96 inlets/ns),
while VrEH2 was the most ‘closed’ structure (only 7 inlets/ns).
The inlets/ns values were similar for hsEH, msEH, StEH1, and TrEH
(40–45 inlets/ns) (Supplementary Table 5). Therefore, the number
of functional tunnels does not reflect the water molecules flow
through the enzyme’s active site.

To complement the small-molecules transport analysis, we
investigated the most flexible regions of the selected sEHs (accord-
ing to RMSF data from MD simulations). The obtained results
showed that both mammalian sEHs most flexible regions were
aD and aE helices, and the cap-loop region, whereas TrEH only
the aD helix and part of the cap-loop were identified (Fig. 5). More-
over, the accumulated movements of these regions were weaker
than in case of mammalian sEHs. Similarly, the cap-loop and aD
helix were the most flexible regions in plant sEHs, with little move-
ment observed in the aE helix. Finally, in the case of bacterial and
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thermophilic sEHs, the most flexible regions were the back-loop,
cap-loop, and part of the aE helix. Mammalian and thermophilic
sEHs showed the greatest overall flexibility.

4. Discussion

To date, little is known about EHs, however, several studies
have been conducted to investigate their structural features
[15–18]. sEHs belong to the a/b-hydrolases family that display a
modular structure with a central catalytic domain, the main
domain, formed by eight superhelically twisted b-strands
[17,36,38]. This superfamily can tolerate large insertions to the
scaffold without losing their catalytic activity [39]. The most
important modification of the fold is the insertion after the b6
strand, which forms the cap domain. This domain has great
impact on substrate recognition and catalysis [40–42]. The cap-
loop covers the active site, and thus, limits the pathways of sub-
strate and products transport to a specific tunnel. Tunnel loca-
tions can, therefore, be constructed as a natural consequence of
the active site positioning between both domains. Tunnels have
been identified passing through the main and cap domains as
well as the interdomain space. The cap domain is connected with
the main domain by two flexible loops acting as hinges, namely
NC-loop and back-loop. The NC-loop is considered to participate
in substrate binding by defining the binding pocket and regulat-
ing the access to the active site [43]. Therefore, the tunnel net-
work of sEHs may be regulated through a set of structural
features: i) intramolecular voids in the main domain, ii)
intramolecular voids in the cap domain, iii) hinge loops connect-
ing both domains. Since the NC- and back-loops act as hinges
they can regulate the tunnel network either by positioning the
cap domain on the main domain, while affecting the entrances/
exits of neighboring tunnels. In this study we confirmed the find-
ings of Barth et al. and Bauer et al. regarding the modular struc-
ture of EHs [17,38]. Analysis of the MSTA suggested that sEHs
consisted of several modules (compartments), including the main
and cap domains, as well as the NC-loop, cap-loop, and back-loop.



Fig. 4. Identified entries/exits of selected epoxide hydrolases (EHs) and the intramolecular flow plot. The intramolecular flow plot (also known as the migration flow plot)
depicts the flow of water molecules through particular tunnels. The outer ring represents the size of the tunnel, while the size of the inner part of the plot (called here flow)
represents a particular transport pathway by direction (shown in the legend by small arrows). In the sample plot five flows are shown: Tc/m to Tcap1, Tcap1 to Tm1, Tg to
Tm3, Tm3 to Tc/m, Tm3 to Tc/m, and Tm1 to Tm1. The ‘out’ flow stands for the pathways that do not belong to specific clusters, while ‘N’ flow stands for the pathways that
started and/or ended within the protein structure. The figure represents data presented in Supplementary Table 6. A)Mus musculus EH (msEH), B) Homo sapiens EH (hsEH), C)
Trichoderma reesei EH (TrEH), D) Solanum tuberosum EH (StEH1), E) Vigna radiata EH (VrEH2), F) Bacillus megaterium EH (bmEH), and thermophilic G) CH65-EH, and H) Sibe-EH
from an unknown organism. The proteins are shown as cartoons, and the entries/exits are marked as small balls (so-called inlets). For picture clarity only the epoxide
hydrolase domain of msEH and hsEH structures are shown.
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Moreover, it was found that the main domain regions and mostly
helical region of the cap domain displayed a high level of struc-
tural similarity, whereas the NC-loop, cap-loop, and the back-
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loop regions display dissimilarity (Fig. 2). These findings also sug-
gest that the most dissimilar regions are more prone to
modifications.



Fig. 5. The overall flexibility of the selected soluble epoxide hydrolases. A) Mus musculus EH (msEH), B) Homo sapiens EH (hsEH), C) Trichoderma reesei EH (TrEH), D) Solanum
tuberosum EH (StEH1), E) Vigna radiata EH (VrEH2), F) Bacillus megaterium EH (bmEH), and thermophilic G) CH65-EH, and H) Sibe-EH from an unknown source organism. The
proteins are shown as springs, with the thin white lines indicating lower flexibility, and thicker reddish lines - higher flexibility.
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In our other study [15], sEHs were employed as a sample sys-
tem in order to investigate the evolution of tunnels. It was
determined that most tunnels should be considered as variable
structural features of proteins. Tc/m tunnel was found to be
the only exception, located between the cap and main domains.
We proposed that insertion of the cap domain defined the buried
active site cavity and the tunnel linking it with the environment.
Such structural arrangement was preserved in most of the EHs
which supports the hypothesis regarding the origin of the posi-
tioning of the active site between both domains. However,
according to other reports [15,21,37,44,45], this was not the only
pathway leading to the active site. Other tunnels were located in
the cap and main domains, as well as between those domains. It
should be noted that when predominant tunnels were used for
substrate and/or product transport, the rarely used tunnels
should not be neglected because they could be used, for exam-
ple, for water molecules transport during the hydrolysis step.

In this study, we focused on the functionality of the sEHs tunnel
network. Functional tunnels were defined as those which were
used by water molecules to reach the active site cavity. A relation-
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ship was found between the protein structure and the shape and
size of its tunnel network. Hence, despite overall structural similar-
ity, the sEHs structures were divided into three groups, based on
their structure and tunnel usage (Figs. 3 and 4). The results of
the structural compartments and tunnels usage analyses suggested
a close evolutionary relationship of the proteins, which were con-
sider unprecedented. Notably, the obtained results were based on a
relatively low number of structures that represented different
clades. Nonetheless, the sampling of the EHs family is only frag-
mentary. However, our results were in good agreement with that
of Barth et al. [17] based not only on tunnel usage, but on the anal-
ysis of multiple sequences of EHs. Moreover, the presented data
were in-line with the theory that animals and fungi were more clo-
sely related than animals and plants [46].

Mammalian (hsEH and msEH) and fungal (TrEH) structures
were assigned to group I. Members of this group shared common
features such as relatively long back-loop and cap-loop. Enzymes
in this group primarily utilize two main tunnels - Tc/m, and Tm1.
In all sEHs from the group I, T/cm tunnel was found conserved
[15]. This was also the case for Tm1 tunnel, but only in the case
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of msEH [15]. The results of the structure flexibility analysis (Fig. 5)
showed significant differences between sEHs that represent mam-
malian and fungal families. Mammalian sEHs were more flexible,
and the regions with high RMSF values surround Tc/m, Tg, and
Tm1 tunnels’ entries/exits regions. Furthermore, during MD simu-
lations we observed that those regions merged and created a long
gorge. In contrast, these regions were quite rigid for TrEH structure,
and consequently both tunnels clearly separated. Such differences
had substantial implications on the substrate preferences, which
will be discussed below.

Plant sEHs (StEH1 and VrEH2) were assigned to group IIa. The
interaction between the cap and main domains was much tighter,
thus Tc/m tunnel was narrower relative to other analyzed sEHs. A
subtle rearrangement of the aD helix region adjacent to the NC-
loop caused narrowing of the Tc/m tunnel’s mouth and dramati-
cally limited the tunnel usage (StEH1) or closed it permanently
(VrEH2). Moreover, access to the active site through the cap
domain was also nearly completely blocked. Similar to mammalian
and fungal sEHs, plant sEHs structures had relatively long cap-loop
and back-loop, however, the enzymes predominantly utilize the
Tm1 tunnel, which was identified as a variable feature in StEH1
structure [15]. The flexibility analysis results of plant sEHs showed
that the most flexible regions were distant to the tunnel entries
and, therefore, the conformational changes were only limited to
slight effect on for catalytic efficiency (if any).

Finally, bacterial (bmEH), and thermophilic enzymes from an
unknown organism (CH65-EH and Sibe-EH) were assigned to
group IIb. Members of this group had relatively short cap-loops
and longest back-loops. They mainly utilized the Tc/m tunnel.
Their aD helix was close to the aE helix, which caused narrowing
of the tunnel mouths located in the main domain, namely Tm1, Tg,
and Tm2. As a result the location of other tunnels on the other side
of the back-loop, namely Tcap4 and Tm5, they could be opened.
However, since the vast majority of water molecules were trans-
ported via the Tc/m tunnel, the role of the other tunnels for sub-
strates/products transportation can be neglected. This
observation supported the hypothetical origin of sEHs via insertion
resulting in active site positioning between cap and main domains.
Surprisingly, in the case of IIb group enzymes the Tc/m tunnel was
found to be a variable feature [15]. This could be due a small num-
ber of residues lining the walls of the tunnel, which was signifi-
cantly shorter in comparison to Tc/m tunnels in other sEHs. It
was shown that the cap-loop, back-loop, and part of the aE helix
were the most flexible regions. The results suggested that the
movement of the back-loop may cause opening of the neighboring
tunnels, such as Tcap4 and Tm5, which were commonly used by
the enzymes.

Barth et al. [17] found a correlation between the length of the
NC-loop and cap-loop and the type of catalyzed substrates and
evolutionary lineage of the source organism. Their results indi-
cated that sEHs of eukaryotes had long cap-loops and medium-
sized NC-loops, as well as being more active towards aliphatic
epoxides, while participating in fatty acid metabolism. It must be
noted that the function of an enzyme and often its name reflects
substrate preference based on a very limited data set. Therefore,
the functional names given to enzymes early in their investigation
can bias a whole field. Additionally, the overall knowledge on the
functions and applications of EHs in humans and other organisms
is also limited. Known compounds synthesized by and/or tested on
all analyzed sEHs are shown at Supplementary Figs. 2-8. Mam-
malian EHs are involved in the xenobiotic metabolism and the
degradation of endogenously derived epoxy fatty acids [47,48], as
well as hydrolysis of trans-epoxy alcohol 1 (skin-related allylic
epoxide) to RSR triol-3, which is the most abundant triol isomer
in human and porcine epidermis [49]. Plant EHs are involved in
the biosynthesis of essential aliphatic cuticular compounds [50],
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detoxification of epoxy fatty acids in seeds [51], and conversion
of the epoxides that accumulate during stress into less reactive
compounds [52]. EHs in plants are also involved in the defence sys-
tem, where their activity can be enhanced by water deprivation,
wounding or during virus infection [53–55]. For example, NtEH-1
gene encoding an EHs product of the Nicotiana tabacum L. is
induced in the presence of the tobacco mosaic virus (TMV)
[54,56]. Also, not all plants metabolize the epoxy fatty acids in
their seeds. Large amounts of fatty acids in the form of triacylglyc-
erols are used as sources of energy and biosynthetic intermediates
[57]. Epoxy fatty acids are common storage lipids in seeds of cer-
tain species, such as Astraceae which store about 70% of their lipids
in this form [57,58]. This may be the origin of the observed struc-
tural rearrangement discussed previously allowing mammalian
EHs to transform long-chained epoxy fatty acids. Summerer et al.
[59] highlighted a substantial difference in the catalysis of 9,10-
epoxystearic acid between mammalian (from rat liver) and plant
(from soybean) sEHs. They found that although the reaction cat-
alyzed by the plant sEH was highly enantioselective towards (R)-
configured carbon, the mammalian sEH catalysis involved non-
enantioselective hydrolysis. Hence, the different binding mode
may be related to the structural features which enable positioning
of the epoxide ring. This conclusion was in agreement with that of
Pineau et al. [60] in which different inhibition patterns were
observed between the plant (Arabidopsis thaliana) and mammalian
EHs. The presented data showed the observed differences may
stem from different substrate preferences between these enzymes,
and combined with the work of Mowbray et al. [22], showed that
Solanum tuberosum EH may be very efficient in metabolizing sub-
strates with aliphatic substituents of the epoxide ring. The pre-
sented tunnel network analysis sheds light on its potential
mechanism. The sEHs flexibility analysis suggested a plausible
mechanism of substrate/product transport, instead of the cap
domain movement, which could facilitate large substrate access,
or highly improbable passage of long-chained substrate entering
through one tunnel and leaving by another. Additionally, the sec-
ondary structure elements surrounding the two main tunnels
could move away, merging Tc/m, Tm1 and Tg tunnels into one long
gorge (Fig. 6), which could encompass even long-chained sub-
strates. In the case of F497 residue in hsEH, which is located
between Tc/m and Tm1 tunnels, two different orientations in the
crystal structure were detected [44]. Due to phenylalanine side
chain bulky character, it operates as a molecular gate controlling
access through the gorge and promoting proper positioning of
the epoxide ring, or closing the tunnel to create a hydrophobic
environment for the reaction to occur. This gate may provide con-
straints affecting a particular substrate preferences. Indeed, the
mammalian sEHs have not been used in industry due to their lim-
itations of accepting other epoxide substrates and difficulties in
engineering their regiospecificity [61].

Furthermore, plant sEHs predominantly utilize only one funnel-
shape tunnel. In our case, the size of the tunnel’s mouth and its
funnel shape facilitated substrate access to the active site. Thus,
in contrast to the long expandable tunnel of mammalian sEHs
(which were created by merging of Tc/m, Tm1, and Tg tunnels),
Tm1 remained open for a wide range of substrates without causing
steric hindrances. Additionally, Tm1 tunnel was capable of trans-
porting the substrates and product, whereas the side tunnels trans-
ported water molecules. Therefore, the active site cavity and its
surroundings were easily modified and such enzymes were often
used in industry. Several reports on StEH1 highlight the high
potential of plant EHs as regioselective catalysts [62–65]. Notably,
plant EHs are usually highly regio- and/or stereoselective [22,66–
68] towards specific substrates. This issue was carefully analyzed
both experimentally and theoretically in StEH1, VrEH2 and Phase-
olus vulgaris PvEH3 [23,69–73]. Reports have shown that modifica-



Fig. 6. Opening of the gorge in mouse soluble epoxide hydrolase (msEH): A) the entrance to the active site in the crystal structure (PDB ID: 1cqz), and B) during molecular
dynamic simulation. The protein structure is shown as white surface.
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tion of the stereo- and regioselectivity of the enzymes is related to
the direction of the attack of water molecules and stabilization of
particular transition states [72]. Moreover, modifications of the
NC-loop, located near the entrance to the Tm1 tunnel, may also
enhance the enantioselectivity of PvEH3 [73]. The aforementioned
properties can be easily modified in plant EHs with a funnel-
shaped entrance to the active site pocket than in mammalian
EHs with occluded active site.

Bacterial sEHs have the shortest cap- and NC-loops among all
analyzed EHs, which may be related to several bacterial EHs that
accept small substrates such as styrene oxide, and mono- and dis-
ubstituted epoxides [17]. The main tunnel identified in bacterial
structures is short and well-defined, which prevents conversion
of long-chained substrates. The short and well-defined tunnel
makes such enzymes an easy system for future modification and
applicability in industrial processes.

As previously mentioned, a relationship was observed between
the enzyme’s structure and its overall flexibility and substrate pref-
erences. Due to the limited number of analyzed structures it was
hypothesizes that in the case of sEHs, divergent evolution occurred.
All analyzed enzymes belonged to the same a/b-hydrolase super-
family and shared the same fold, however, they present different
substrate preferences profiles, which implied the presence of a
common ancestor. Indeed, in the case of other enzymes related
to the same superfamily the ancestral protein was identified [74],
and displayed enhanced thermal stability and higher specific activ-
ity than the extant enzymes. Therefore, bacteria, the most primi-
tive group of living organisms, would present the least
complicated mechanism. Due to EHs being required to transport
both the substrate and water molecule to the active site cavity, a
multi-purpose tunnel or a tunnel network may be needed, in
which the substrate could be transported by one tunnel, and the
water molecule by another. Our results suggested that bmEH uti-
lized only one tunnel to maintain transport of these two reagents,
as well as the reaction product. The Tc/m tunnel was identified in
almost all analyzed sEHs (excluding VrEH2), and was considered to
be evolutionarily preserved due to its location within the
intramolecular voids between the main and cap domains. Other
analyzed sEHs utilized predominantly at least one tunnel (Tc/m,
Tm1, or both), whereas additional tunnels were rarely used. This
may suggest that other sEHs - mammalian, plant and fungal - were
more specialized relative to the bacterial bmEH, as they functioned
through separate transport water molecules from the transport of
substrate and/or products. In our study sEHs of multicellular
organisms were divided into two groups - mammalian and fungal
(group I, Fig. 3), and plant (group IIa, Fig. 3). Structures of mam-
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malian and fungal sEHs although seemed similar, they display a
different pattern of overall flexibility. Two mammalian sEHs dis-
played high flexibility of the cap domain, as well as the aD and
aE helices, and in TrEH only the cap-loop and aD helix were
slightly flexible. Therefore, the substrates and/or products in the
case of mammalian sEHs could possibly be transported via the
widest and always open tunnel, such as the large gorge formed
by merging of Tc/m, Tm1, and Tg tunnels. In the case of TrEH,
two separated tunnel entries were observed (Tc/m and Tm1),
therefore, it could suggest that the substrate entry and product
release occurred via different tunnels. Water molecules may enter
the active site cavity by a side tunnel. In the case of another a/b-
hydrolase superfamily member, dehalogenases, a strategy of sepa-
rating the substrate entry and product release pathways resulted
in the most active dehalogenase identified to date [75]. Moreover,
mammalian sEHs are bifunctional enzymes, a product of gene
fusion event [76,77] with an N-terminal domain exhibiting phos-
phatase activity, and the C-terminal domain being an actual EH
[78]. Additionally, sEHs in plants and other multicellular organisms
evolve independently. We speculated that insertion resulting in
cap domain formation was the starting point of the specialization
of the EHs. The cap domain covered the active site pocket, and thus
enabled precise control of the conditions of the enzymatic reaction.
In mammalian and fungal enzymes, the ancestral Tc/m tunnel was
preserved and insertions resulted in higher flexibility of the
enzyme structure and more complex tunnel network, whereas in
plants, the inserts had closed (partially or fully) origin Tc/m tunnel
and a new predominant tunnel located in main domain overcharge
the substrate/products transportation. Furthermore, the sequences
of the plant EHs were divided into two clades – EH1 and EH2 [56].
Moreover, it was shown that the main differences between those
clades were located in the cap domain [79]. Among all examined
sEHs, mammalian sEHs were subjected to the most precise and rig-
orous control. The most complicated tunnel network was observed,
as well as extensive water exchange between all potential path-
ways and long range conformational changes capable of merging
or separating the particular tunnels.

Our study also explored expansive strategies employed for pro-
tein re-engineering. Several approaches have been previously pro-
posed to fine-tune enzyme’s activity and/or selectivity through the
introduction of additional tunnel or modification of an existing
one. Reetz and Kotik’s groups focused on Aspergillus niger EH exist-
ing tunnel leading to the active site and targeted the tunnel-lining
and adjacent residues for mutagenesis [80–85]. Thus, they
obtained highly enantioselective variants which were useful for
producing enantiopure terminal epoxides containing various side
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chains. A more advanced approach was shown by Kong et al. who
introduced an additional tunnel in bmEH using targeted mutagen-
esis to unblock the steric hindrance in the active pocket [25]. This
resulted in the formation of an EH with unusual (R)-
enantioselectivity and much higher activity toward a-naphthyl
glycidyl ether. Brezovsky et al. furthered this work by engineering
a de novo tunnel in a haloalkane dehalogenase LinB, an enzyme clo-
sely related to EHs and shared very similar structural features [75].
They opened a novel tunnel by modifications of three residues
W140A/F143L/I211L resulting in surface perforation and tunnel
opening. The successful tunnel engineering strategies also sup-
ported the surface perforation model proposed in our other study
on sEHs [15], which described the evolution of tunnels. The pre-
sented model suggested that tunnels appeared through even a
single-point mutation promoting the formation of two adjacent
cavities or permanently opening of an existing cavity. Our study
suggested that the tunnel network was also vulnerable to more
dramatic modifications such as large fragment indels (insertions/
deletions), as depicted the cap domain formation. The MSTA data
suggested that the longer region of the cap-loop identified in sEHs
from group I and IIa stem from insertion, as well as the unfolded
region of the back-loop of sEHs from group IIb. A strategy based
on longer fragment insertion may lead to more complex modifica-
tions of the enzyme’s activity and/or selectivity, however, such
results will be difficult to predict, while the previously described
approach based on cavity perforation and tunnel modification
could be used for enzyme fine-tuning.

5. Conclusions

This paper is an extension of our other work, in which the evo-
lution of tunnels is studied. We found that tunnels are mostly vari-
able structural features of proteins and a surface perforation model
was proposed to describe the mechanism of tunnel appearance.
Additionally, interconnection of the protein structure, shape and
size of its tunnel network and the substrate preferences are
explored. Moreover, our results suggest that tunnels may appear
not only due to a single-point mutation, but also by more dramatic
structural modifications such as large fragments indels. Finally,
sEHs were divided into three groups based on their structure,
usage of tunnels, and substrate preferences, indicating that these
features are mutually connected.
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[15] Bzówka M, Mitusińska K, Raczyńska A, Skalski T, Samol A, Bagrowska W, et al.
Evolution of tunnels in a/b-hydrolases fold proteins – what can we learn from
studying epoxide hydrolases? bioRxiv 2021. https://doi.org/10.1101/
2021.12.08.471815.

[16] Heikinheimo P, Goldman A, Jeffries Cy, Ollis DL. Of barn owls and bankers: a
lush variety of a/b hydrolases. Structure 1999;7(6):R141–6. https://doi.org/
10.1016/S0969-2126(99)80079-3.

[17] Barth S, Fischer M, Schmid RD, Pleiss J. Sequence and structure of epoxide
hydrolases: a systematic analysis. Proteins Struct Funct Bioinforma 2004;55
(4):846–55. https://doi.org/10.1002/prot.20013.

[18] van Loo B, Kingma J, Arand M, Wubbolts MG, Janssen DB. Diversity and
biocatalytic potential of epoxide hydrolases identified by genome analysis.
Appl Environ Microbiol 2006;72(4):2905–17. https://doi.org/10.1128/
AEM.72.4.2905-2917.2006.

[19] Berman HM, Battistuz T, Bhat TN, BluhmWF, Bourne PE, Burkhardt K, et al. The
protein data bank. Acta Crystallogr D Biol Crystallogr 2002;58(6):899–907.
https://doi.org/10.1107/S0907444902003451.

[20] Argiriadi MA, Morisseau C, Hammock BD, Christianson DW. Detoxification of
environmental mutagens and carcinogens: Structure, mechanism, and
evolution of liver epoxide hydrolase. Proc Natl Acad Sci 1999;96
(19):10637–42. https://doi.org/10.1073/pnas.96.19.10637.

[21] Gomez GA, Morisseau C, Hammock BD, Christianson DW. Structure of human
epoxide hydrolase reveals mechanistic inferences on bifunctional catalysis in
epoxide and phosphate ester hydrolysis. Biochemistry 2004;43(16):4716–23.
https://doi.org/10.1021/bi036189j.

[22] Mowbray SL, Elfström LT, Ahlgren KM, Andersson CE, Widersten M. X-ray
structure of potato epoxide hydrolase sheds light on substrate specificity in

https://doi.org/10.1016/j.csbj.2021.10.042
https://doi.org/10.1186/s12859-014-0379-x
https://doi.org/10.1186/s12859-014-0379-x
https://doi.org/10.1371/journal.pone.0137075
https://doi.org/10.1021/jp101894k
https://doi.org/10.1021/jp101894k
https://doi.org/10.1021/cr300384w
https://doi.org/10.1002/med.21430
https://doi.org/10.1002/prot.24772
https://doi.org/10.1021/bi049945+
http://refhub.elsevier.com/S2001-0370(21)00522-5/h0040
http://refhub.elsevier.com/S2001-0370(21)00522-5/h0040
http://refhub.elsevier.com/S2001-0370(21)00522-5/h0040
https://doi.org/10.1371/journal.pone.0049327
https://doi.org/10.1371/journal.pone.0049327
https://doi.org/10.1093/molbev/msp146
https://doi.org/10.1093/molbev/msp146
https://doi.org/10.1093/molbev/msj048
https://doi.org/10.1093/molbev/msj048
https://doi.org/10.1534/genetics.111.128025
https://doi.org/10.1073/pnas.1117408109
https://doi.org/10.1038/nrg.2015.18
https://doi.org/10.1038/nrg.2015.18
https://doi.org/10.1101/2021.12.08.471815
https://doi.org/10.1101/2021.12.08.471815
https://doi.org/10.1016/S0969-2126(99)80079-3
https://doi.org/10.1016/S0969-2126(99)80079-3
https://doi.org/10.1002/prot.20013
https://doi.org/10.1128/AEM.72.4.2905-2917.2006
https://doi.org/10.1128/AEM.72.4.2905-2917.2006
https://doi.org/10.1107/S0907444902003451
https://doi.org/10.1073/pnas.96.19.10637
https://doi.org/10.1021/bi036189j
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The authors regret that during the revision process of the fol-
low-up paper (reference 15 Bzówka et al. ‘Evolution of tunnels in
a/b-hydrolases fold proteins – what can we learn from studying
epoxide hydrolases?’ – previously published as a preprint), the
multiple sequence alignment (MSA) used for calculating the tun-
nels’ variability was not adequately post-processed. After verifying
all the results, the variability of the tunnels changed and almost all
identified tunnels can be described as conserved features. These
findings do not call into question the results presented in the arti-
cle ‘Structure–function relationship between soluble epoxide
hydrolases structure and their tunnel network’ published in the
Computational and Structural Biotechnology Journal but they
influenced the results presented in the reference 15. After intro-
ducing the changes, the preprint has been updated and has also
been approved for publication in the Plos Computational Biology
Journal. Taking responsibility for our work and the quality of the
article published in the Computational and Structural Biotechnol-
ogy Journal, we would like to provide a corrigendum note. We
marked the changed text bold, so the changes can be easier to
follow.

We would like to introduce the following changes:
Introduction section:
Second paragraph:
Original text: ‘‘However, in our other study [15] we elucidate

that in the case of the soluble epoxide hydrolases (sEHs) most of
their tunnels should be considered as variable structural features
with only one exception – the tunnel located at the border
between the main and cap domains. These counterintuitive
findings has inspired the investigation of the structure–function
relationship of sEHs in more detail.”

Changed text: ‘‘In our other study [15] we elucidate that in the
case of the soluble epoxide hydrolases (sEHs) most of their tunnels
should be considered as conserved structural features. These
findings have inspired the investigation of the structure–function
relationship of sEHs in more detail.”

Discussion section:
Second paragraph:
Original text: ‘‘In our other study [15], sEHs were employed as a

sample system in order to investigate the evolution of tunnels. It
was determined that most tunnels should be considered as vari-
able structural features of proteins. Tc/m tunnel was found to
be the only exception, located between the cap and main
domains. We proposed that insertion of the cap domain defined
the buried active site cavity and the tunnel linking it with the envi-
ronment. Such structural arrangement was preserved in most of
the EHs which supports the hypothesis regarding the origin of
the positioning of the active site between both domains.

Changed text: ‘‘In our other study [15], sEHs were employed as
a sample system in order to investigate the evolution of tunnels. It
was determined that most tunnels should be considered as con-
served structural features of proteins with Tc/m tunnel identified
in all analyzed structures, between the cap and main domains.
We proposed that insertion of the cap domain defined the buried
active site cavity and the tunnel linking it with the environment.
Such structural arrangement was preserved in most of the EHs
which supports the hypothesis regarding the origin of the position-
ing of the active site between both domains”.

Fourth paragraph:
Original text: ‘‘Mammalian (hsEH and msEH) and fungal (TrEH)

structures were assigned to group I. Members of this group shared
common features such as relatively long back-loop and cap-loop.
Enzymes in this group primarily utilize two main tunnels – Tc/m,
and Tm1. In all sEHs from the group I, T/cm tunnel was found con-
served [15]. This was also the case for Tm1 tunnel, but only in the
case of msEH [15]. The results of the structure flexibility analysis
(Fig. 5) showed significant differences between sEHs that represent
mammalian and fungal families.”

Changed text: ‘‘Mammalian (hsEH and msEH) and fungal (TrEH)
structures were assigned to group I. Members of this group shared
common features such as relatively long back-loop and cap-loop.
Enzymes in this group primarily utilize two main tunnels – Tc/m,
and Tm1. In all sEHs from the group I, T/cm tunnel was found con-
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served. This was also the case for the Tm1 tunnel [15]. The results
of the structure flexibility analysis (Fig. 5) showed significant dif-
ferences between sEHs that represent mammalian and fungal
families.”

Fifth paragraph:
Original text: ‘‘Similar to mammalian and fungal sEHs, plant

sEHs structures had relatively long cap-loop and back-loop, how-
ever, the enzymes predominantly utilize the Tm1 tunnel, which
was identified as a variable feature in StEH1 structure [15]. The
flexibility analysis results of plant sEHs showed that the most flex-
ible regions were distant to the tunnel entries and, therefore, the
conformational changes were only limited to slight effect on for
catalytic efficiency (if any).

Changed text: ‘‘Similar to mammalian and fungal sEHs, plant
sEHs structures had relatively long cap-loop and back-loop, how-
ever, the enzymes predominantly utilize the Tm1 tunnel, which
was identified as a conserved feature in StEH1 structure [15].
The flexibility analysis results of plant sEHs showed that the most
2199
flexible regions were distant to the tunnel entries and, therefore,
the conformational changes were only limited to slight effect on
for catalytic efficiency (if any).”

Sixth paragraph:
Original text: ‘‘This observation supported the hypothetical ori-

gin of sEHs via insertion resulting in active site positioning
between cap and main domains. Surprisingly, in the case of IIb
group enzymes the Tc/m tunnel was found to be a variable fea-
ture [15]. This could be due a small number of residues lining
the walls of the tunnel, which was significantly shorter in com-
parison to Tc/m tunnels in other sEHs.”

Changed text: ‘‘This observation supported the hypothetical ori-
gin of sEHs via insertion resulting in active site positioning
between cap and main domains. In the case of IIb group enzymes
the Tc/m tunnel was found to be a conserved structural feature
[15].”

The authors would like to apologise for any inconvenience
caused.
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ABSTRACT: Different methods for tunnel identification, geometry-based and
small-molecule tracking approaches, were compared to provide their benefits and
pitfalls. Results obtained for both crystal structures and molecular dynamics
(MD) simulations were analyzed to investigate if a more computationally
demanding method would be beneficial. Careful examination of the results is
essential for the low-diameter tunnel description, and assessment of the tunnel
functionality based only on their geometrical parameters is challenging. We
showed that the small-molecule tracking approach can provide a detailed
description of the system; however, it can also be the most computationally
demanding.

■ INTRODUCTION
Most bioinformatics workflows start with an application of a
simple approach providing a general description of the
problem followed by the application of more complex and
time-consuming solutions that guarantee a deeper under-
standing of the described phenomena. The same pipeline is
observed in structural biology studies, such as tunnel
identification in protein structure.1 In our study, a tunnel is
defined as a pathway connecting the protein surface with an
internal cavity or a pathway connecting more than one cavity
(definition taken from Prokop et al.2). Tunnels gain significant
importance due to the set of functions they maintain in
enzymes, i.a., control of the activity and selectivity and reaction
synchronization.3−5 More than half of currently known protein
structures are equipped in tunnels; therefore, tunnel
identification is carried out as a standard procedure, especially
in enzymes with buried active sites.6

First and still the most commonly used approach for tunnel
identification is the geometry-based approach reviewed in ref 1.
This approach employs the construction of a Voronoi diagram
to detect and describe voids within a macromolecule structure.
Then, tunnels are identified using a predefined probe radius
and internal “empty spaces”. However, this approach is usually
used to analyze crystal structures or single molecular dynamics
(MD) simulation snapshots. This approach was implemented
in different software, such as CAVER 3.0, MOLE 2.0, MolAxis,
or ChExVis (which do not differ substantially as shown by
Brezovsky et al.1). Of those geometry-based methods, only
CAVER 3.02 analyzes the whole MD simulation, which
provides a general overview of the potential tunnels connecting
the active site with the enzyme’s environment. CAVER 3.02 is

applied to a series of frames derived from MD simulations
where the dynamic of tunnel-lining residues is taken into
account. In each analyzed snapshot (the user can select which
frames they want to analyze further), tunnels are identified
based on the diameter of the defined probe. The clustering
algorithm implemented in CAVER 3.02 is applied to compare
and group identified tunnels, and thus, the tunnel opening and
closing events can be observed.7 Still, this approach considers
only the geometry of the tunnels, while the physical and
chemical properties of potential molecules transported via
tunnels are neglected. This simplification may not be
considered an obstacle if there is only one tunnel leading to
the active center. However, this is not always the case.4,8 The
choice of the transport pathway for a given substrate/product
is no longer trivial in the case of multiple tunnels connecting
the active center to the environment. Tunnels in proteins
maintain different functions, such as transport of ligand,
product, solvent, and/or ions to and from the active site.
Description of a tunnel’s functionality, even in silico, is a
complex process that requires lots of computational efforts,
such as MD simulations combined with tracking of small
molecules through the tunnels.4,8,9

A different approach to tunnel identification has been
proposed by the developers of the AQUA-DUCT software.10,11
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The software uses a small-molecule tracking approach to
provide information on the flow direction and tunnel
contribution during MD simulations. AQUA-DUCT traces
water molecules (or other selected small molecules present in
the simulated system) penetrating the protein’s interior. Thus,
in contrast to the geometry-based methods, it includes
physicochemical properties of the tunnel-lining residues and
identifies only those tunnels which are capable of transporting
water or other small molecules of interest. However, this
approach requires analysis of bigger files (MD simulation
trajectory files consisting of protein and solvent molecules) and
relatively large sampling (in terms of the number of frames) of
MD simulations to draw and analyze the pathways of the
analyzed small molecules (for benchmark of the AQUA-
DUCT resource usage and effect of the trajectory time-step on
the obtained results, see ref 11). Therefore, the small-molecule
tracking approach may be more demanding compared with the
geometry-based approach in terms of preparing the MD
simulation trajectory files and their storage.
So far, no comparison of the above-mentioned approaches

has been made. An extensive comparison of the geometry-
based methods was made by Brezovsky et al.,1 in which they
also stressed the existing limitations of those types of analysis,
such as lack of information on electrostatics, hydrophobicity,
or dynamics of identified pathways. However, it remains
unknown whether it is beneficial to use outcomes of the MD
simulations or if the analysis of crystallographic structures is
sufficient. In this study, we collated the profits of using more
advanced tools with the oversights or misinterpretations of
using the simplest techniques. As a model system, we chose
representative members of the soluble epoxide hydrolases
(sEH), a group of enzymes which belong to the α/β-
hydrolases fold family,12−14 due to their diverse tunnel
network.15 We hope that our results shed light on tunnel
identification in protein structure and the interpretation of the
results and will help researchers with an adequate selection of
the method corresponding with their requirements and
expectations.

■ MATERIALS AND METHODS
Obtaining Protein Structures for Analysis. Eight

unique and complete crystal structures were downloaded
from the Protein Data Bank (PDB)16 representing the same set
of structures as used elsewhere:15,17 Homo sapiens (hsEH, PDB
ID: 1S8O), Mus musculus (msEH, PDB ID: 1CQZ), Solanum
tuberosum (StEH1, PDB ID: 2CJP), Vigna radiata (VrEH2,
PDB ID: 5XM6), (Trichoderma reesei (TrEH, PDB ID:
5URO), Bacillus megaterium (bmEH, PDB ID: 4NZZ), and
two structures from an unknown source organism collected
from hot springs in Russia and China (Sibe-EH, PDB ID:
5NG7; CH65-EH, PDB ID: 5NFQ).
MD Simulations. The H++ server18 was used to protonate

the analyzed structures using standard parameters at the
reported optimal pH for the enzyme activity (Table S1).
Counterions were added to the structures to neutralize the
systems. Water molecules were placed using the combination
of 3D-RISM theory19 and Placevent algorithm.20 The
Amber14 tLEaP21 package was used to immerse the models
in a truncated octahedral box with a 10 Å radius of TIP3P
water molecules, and the ff14SB force field22 was used for
parametrization of each system. A PMEMD CUDA package of
Amber14 software was used to run a single repetition of a 50
ns MD simulation of selected sEHs. The minimization

procedure consisted of 2000 steps, involving 1000 steepest
descent steps followed by 1000 steps of conjugate gradient
energy minimization with decreasing constraints on the protein
backbone (500, 125, and 25 kcal × mol−1 × Å−2) and a final
minimization with no constraints of conjugate gradient energy
minimization. Next, gradual heating was performed from 0 to
300 K over 20 ps using a Langevin thermostat with a collision
frequency of 1.0 ps−1 in periodic boundary conditions with
constant volume. The equilibration stage was conducted using
the periodic boundary conditions with constant pressure for
the time stated in Table S1 with a 1 fs time step using Langevin
dynamics with a collision frequency of 1.0 ps−1 to maintain a
constant temperature. The production stage was conducted for
50 ns with a 2 fs time step using Langevin dynamics with a
collision frequency of 1.0 ps−1 to maintain a constant
temperature. Long-range electrostatic interactions were
modeled using the particle mesh Ewald method with a
nonbonded cutoff of 10 Å and SHAKE algorithm. The
coordinates were saved at 1 ps intervals. The number of added
water molecules and ions is shown in Table S1.
Tunnel Identification: CAVER Analysis. Tunnel identi-

fication and analysis in each system was carried out using
CAVER software23 in two steps: (i) the crystal structure of the
enzyme was analyzed by the CAVER plugin for PyMOL;23 (ii)
tunnels were identified and analyzed in 50,000 snapshots of
multiple MD simulations by CAVER 3.02 software.23

Parameters used for both steps are shown in Table S2. The
tunnels found during MD simulations and in crystal structures
were ranked and numbered on the basis of their throughput
value.23

Tunnel Identification: AQUA-DUCT Analysis. AQUA-
DUCT analysis was carried out according to the protocol
described elsewhere.15,24 A small-molecule tracking approach
implemented in AQUA-DUCT10,11 was used for tunnel
identification and assessment of their functionality. Tunnel’s
functionality was defined as the ability of the tunnel to
transport small molecules (such as water molecules, ions,
ligands, or cosolvents, such as methanol, phenol, etc.).
Tunnels Comparison. Tunnels were identified in both

crystal structures and during MD simulations and then
compared with each other to find their corresponding
counterparts. First, the tunnels identified during MD
simulations and in crystal structures were maintained using
the same approach as described elsewhere.17 In the case of
tunnels identified in MD simulations by CAVER 3.02 but for
which no corresponding counterpart was found in the crystal
structures by CAVER plugin for PyMOL, their tunnel-lining
residues were selected based on the cutoff threshold of 0.65.
This value was chosen on the basis of quantile computations
for the tunnels identified in MD simulation, which had their
counterparts in the crystallographic structures.
Tunnel functionality was then assessed based on a small-

molecule tracking approach implemented in AQUA-DUCT by
superposing the paths of water molecules, and their entry/exit
areas with tunnels were identified by CAVER in both the
crystal structures and during MD simulations. A visual
comparison allowed matching of the water molecule pathways
and tunnels identified by CAVER.

■ RESULTS
Here, we chose the same set of eight sEHs as presented in ref
15. We mimicked a typical approach used in various studies
regarding tunnel identification in protein structure (Figure 1).
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The terms tunnel and channel are often used interchangeably
in the scientific literature; therefore, based on Prokop et al.,2

we used unifying terminology: that a tunnel is a pathway
connecting the protein surface with an internal cavity or a
pathway connecting two or more cavities. A channel is then a
pathway leading throughout the protein structure without any
interruption by an internal cavity with both sides open to the
surrounding solvent. We started with a simple analysis of
crystal structures downloaded from Protein Data Bank using a
geometry-based tool, CAVER 3.0 PyMOL plugin, which is one
of the most widely used tools for tunnel identification. Then,
we expanded our analysis to tunnel identification during MD
simulations. We used CAVER 3.02 software to analyze a single
repetition of MD per protein, as is often the case in other
studies. CAVER 3.02 is based on the same principles as its
plugin counterpart with the advantage of taking into account
the information from MD simulations. Lastly, we used AQUA-
DUCT 1.0, which uses the small-molecule tracking approach
during MD simulations. As an input, we used the same MD
simulations as were used during CAVER 3.02 analysis. Thus,
for each structure, we obtained results from three different
approaches: (i) geometry-based approach applied on a crystal
structure, (ii) geometry-based approach applied on an MD
simulation, and (iii) small-molecule tracking approach applied
on an MD simulation. A comparison of these results (Tables 1
and S2−S9) provided insights on when it is best to use a
particular approach as well as their benefits and pitfalls and
how they can bias the bigger picture.
Tunnels Identification in Crystal Structures by CAVER

3.0 PyMOL Plugin. The simplest approach aims to identify
tunnels in crystal structures. The CAVER 3.0 PyMOL plugin
provides information about the number of tunnels, their
length, and bottleneck radius. In our study, it identified three

(in CH65-EH) to nine (in hsEH) tunnels in the analyzed
protein structures with the maximal bottleneck ranging from
0.9 Å in bmEH to 2.4 Å in the TrEH structure (Figure 2, Table
1). We used the same naming for the identified tunnels as in
our previous studies,15,17 based on the region in which the
tunnel was identified (Tcap, for tunnels found in the cap
domain; Tm, for tunnels identified in the main domain; Tc/m,
for tunnel identified at the border between both domains).
The detailed list of tunnels identified in the crystal structures is
in Table 1.
Tunnels Identification in MD Simulations by CAVER

3.02. We ran a single repetition of MD simulations for each
sEH and analyzed them using CAVER 3.02 software, which
processed a set of snapshots from an MD simulation and
identified tunnels in each of them. Then, CAVER 3.02
performed clustering on tunnels which it considers similar; i.e.,
tunnels whose portions lead through the same part of the
structure. Clustering provided a clear picture of tunnels in the
same conformation. The number of tunnels identified by the
CAVER 3.02 software in an MD simulation was often higher
than the number of tunnels identified by the CAVER 3.0
PyMOL plugin in the crystal structure (Figure 2, Table 1).
This is due to the formational changes which proteins undergo.
Comparison of tunnels and selection of the best corresponding
counterparts (Tables S3−S10) were done based on the
similarity of tunnel-lining residues (see Materials and Methods
section for a detailed description of the comparison
procedure).
Additionally, CAVER 3.02 provided information on the

tunnel’s occurrence, which is measured as the number of
frames in which the tunnel was identified. In most structures,
except VrEH2, at least one tunnel was identified as open
during the whole simulation time. In four structures, msEH,

Figure 1. Tunnel identification and schematic comparison of the obtained results: (upper row) CAVER 3.0 PyMOL plugin, tunnel visualization in
crystal structures; (middle row) CAVER 3.02, centerlines of the identified tunnels and tunnel occurrence heatmap; (bottom row) AQUA-DUCT,
inlet clusters with water molecule pathways, entry/exit areas, and intramolecular flowchart.
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Table 1. Comparison of Results Obtained by the Geometry-Based and Small-Molecule Tracking Approaches in the Crystal
Structures and during MD Simulationsa

CAVER 3.0 PyMOL plugin CAVER 3.02 AQUA-DUCT

crystal structure MD simulations

enzyme tunnel rank max_bottleneck [Å] rank max_bottleneck [Å] occurrence [%] inlets cluster area [Å2]

hsEH Tc/m1 1 1.58 2 2.70 59 554 (22%) 67.0
Tm1 2 1.78 1 2.87 100 1830 (79%) 93.2
Tg 3 1.10 8 1.86 11 94 (4%) 82.5
Tc/m2 4 1.34 15 1.96 1
Tm5 5 1.18 5 1.82 54 1 (<1%)
Tcap4 6 1.15 16 1.34 1
Tcap2b 7 0.95 7 1.52 19 3 (<1%) 1.4
Tm3 8 0.92 14 1.11 2
Tm2 3 2.57 95 24 (1%) 15.7
Tc/m_side 14 2.00 48 1 (<1%)
Tcap1 7 (<1%) 46.5

msEH Tc/m1 1 2.09 1 3.18 99 1627 (38%) 70.7
Tm1 2 2.01 2 3.14 100 1400 (32%) 77.7
Tcap4 3 1.12 6 1.93 51 6 (<1%) 11.7
Tm2 4 1.03 5 2.23 57 7 (<1%) 21.7
Tm3 5 1.02 3 2.37 88 215 (5%) 108.9
Tside 6 0.96 9 1.21 11 5 (<1%)
Tg 4 2.96 71 1031 (24%) 46.5
Tcap1 7 2.61 15 33 (1%) 86.4

TrEH Tc/m1 1 2.40 1 2.93 96 986 (41%) 234.7
Tm1 2 1.45 2 2.65 100 1200 (54%) 212.3
Tcap4 3 1.28 3 1.95 53 23 (1%) 41.9
Tside 4 0.96 4 2.33 53 10 (<1%) 26.5
Tm5 5 0.91 6 1.81 12
Tback 7 0.91 13 1.1 2
Tc/m_back 1 (<1%)

StEH1 Tm1 1 1.79 1 3.07 100 1774 (89%) 149.4
Tc/m1 2 1.40 3 2.11 98 149 (7%) 7.8
Tm2 3 1.79 4 2.52 65 65 (3%) 112.0
Tcap3 4 1.14 12 1.42 13 1 (<1%)
Tcap6 5 0.97 7 1.36 28
Tc/m_back 6 1.10 16 1.28 8
Tcap5 7 0.93 9 1.44 19
Tm5 6 2.04 21 6 (<1%) 11.8

VrEH2 Tm1 1 1.41 1 2.84 89 563 (93%) 68.5
Tcap1 2 1.30 4 1.61 53 1 (<1%)
Tside 3 1.31 5 1.51 53
Tm5 4 1.14 2 1.98 80 10 (2%) 24.8
Tm2 3 2.00 77 27 (4%) 30.9
Tcap2b 7 1.51 30 1 (<1%)
Tcap7 13 1.49 7 1 (<1%)

bmEH Tc/m1 2 1.92 1 2.74 100 5256 (100%) 88.4
Tc/m_back 3 1.06 3 1.88 18
Tcap7 4 0.90 4 1.17 1

CH65-EH Tc/m1 1 1.45 2 2.29 97 3375 (88%) 67.29
Tc/m_back 2 1.56 1 2.48 100
Tc/m_side 3 1.19 5 1.54 28
Tm4 4 2.06 46 359 (9%) 126.1
Tcap4 6 1.72 25 84 (2%) 104.9

Sibe-EH Tc/m1 1 1.89 1 2.51 100 1011 (98%) 30.1
Tc/m3 2 1.11 3 1.88 23
Tc/m_back 3 1.16 9 1.20 4 20 (2%) 86.5
Tcap4 4 1.05 6 1.70 14 1 (<1%)
Tc/m2 5 1.91 12 1.44 2
Tside 6 0.91 13 1.24 2 1 (<1%)

aPlease note that the table comprises the best matches between tunnels identified in crystal structures and during MD simulations. The detailed
tunnel comparison results are provided in Tables S3−S10.
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hsEH, TrEH, and StEH1, the Tm1 tunnel was identified as the
always open tunnel, while for bmEH and Sibe-EH, it was the
Tc/m tunnel and for CH65-EH, the Tc/m_back tunnel. In the
case of VrEH2, the most often open tunnel was the Tm1
tunnel; it was open for 89% of the simulation time. However, it
is worth noting that in the case of msEH, StEH1, CH65-EH,
TrEH, and hsEH the second most often tunnel is the Tc/m
tunnel, which is open for 99%, 98%, 97%, 96%, and 59% of the
simulation time, respectively (Table 1).
Tunnel Entrance/Exit Area Identification in MD

Simulations by AQUA-DUCT. The same MD simulations
were examined using AQUA-DUCT to identify the tunnel
entrance/exit areas using the small-molecule tracking ap-
proach. AQUA-DUCT traced water molecules which entered
and/or left the active site cavities of sEHs. Thus, it identified
tunnels which were actually used by water molecules, which we
will be referring to as the functional tunnels.
AQUA-DUCT identified one (in bmEH) to nine (in msEH)

functional tunnels in the analyzed sEHs (Figure 2, Table 1).
Tunnels were named using the previously established scheme
regarding their exit location in the sEH structure. It should be
noted that some tunnels found by CAVER do not have their
functional counterparts identified by AQUA-DUCT. The
opposite situation, when tunnels identified by the small-
molecule tracking approach do not have their counterparts
identified by CAVER, also occurred.
While CAVER 3.02 software provided the tunnel’s

occurrence, AQUA-DUCT provided the information on the
number of inlets identified in each entrance/exit area. An inlet
is a representation of the point in which a traced molecule
entered or left the active site cavity. It can be assumed that the
main tunnel will transport the highest number of water

molecules, i.e., will have the highest number of inlets. The
distribution of inlets approximated the shape and size of the
tunnel entry/exit area (Figure 2). Moreover, the intramolecular
flow plot provided information regarding the water molecules’
exchange and flow direction (Figure 2). According to AQUA-
DUCT results, the sEHs can be divided into three groups: (i)
in which the Tc/m1 tunnel was the main tunnel (bmEH,
CH65-EH, and Sibe-EH), (ii) in which the Tm1 was the main
tunnel (StEH1 and VrEH2), and (iii) in which the Tc/m1 and
Tm1 were the main tunnels (msEH, hsEH, and TrEH).15

■ DISCUSSION
Computational identification of tunnels in proteins, based on
their crystal structures, has been performed since the beginning
of the 21st century.1 With the introduction of MD simulations,
this capability was soon extended.23,25 However, the vast
majority of previously investigated tunnels have been described
on the basis of solely crystal structures. While a crystal
structure provides information on a single potential protein
conformation, MD simulations provide a more detailed picture
of protein motion and conformational changes. However, it
should be kept in mind that the obtained picture depends on
the force field and/or water models used during the MD
simulation, which is out of the scope of our research.
Importantly, the assessment of tunnel functionality still
remains a nontrivial task due to several reasons, e.g., (i)
variety of functions maintained by different tunnels in a protein
(substrate entry, product egress, solvent accessibility control)
and (ii) lack of a direct experimental method for small
molecule transport assessment. Only indirect analyses can be
provided, which require mutant design and kinetic studies

Figure 2. Comparison of results obtained from the geometry-based and small-molecule tracking approaches for the following epoxide hydrolases:
(A) Homo sapiens (hsEH), (B) Mus musculus (msEH), (C) Trichoderma reesei (TrEH), (D) Solanum tuberosum (StEH1), (E) Vigna radiata
(VrEH2), (F) Bacillus megaterium (bmEH), and (G) Sibe-EH and (H) CH65-EH identified in hot springs. Each panel comprises tunnels obtained
by the CAVER 3.0 PyMOL plugin for the crystal structure, tunnel centerlines obtained by CAVER 3.02 software for molecular dynamics (MD)
simulations, and inlet clusters with water molecule pathways, entry/exit areas, and an intramolecular flowchart obtained by AQUA-DUCT from
MD simulations. Corresponding tunnels, centerlines, and inlet clusters are marked with the same color; entry/exit areas are colored according to
their density: blue represents the overall shape of the entry/exit area and red, the region in which the highest number of inlets was identified.
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supported by advanced in silico methods as shown by
Biedermannova ́ et al.26 The mentioned study suggests that
results derived by advanced computational methods such as
combination of Random Acceleration Molecular Dynamics
(RAMD) and Adaptive Biasing Force (ABF) can be
approximated by the geometry-based methods. So far, the
performance of the recently developed small-molecule tracking
method was not compared with commonly used approaches.
We would like to point out that our research presents the first
ever reported comparison of the geometry-based and small-
molecule tracking approaches for tunnel identification in
proteins. We hope that our results will help researchers to
adequately select the method corresponding to their require-
ments and expectations. A comparison of the results obtained
using both approaches on sEHs provided a systematic overview
of the benefits and pitfalls of those methods.
Comparison of Results Obtained with Geometry-

Based Approach in Crystal Structures and MD
Simulations. Our results suggest that most tunnels identified
during MD simulations have their counterparts in tunnels
identified in crystal structures. However, closer inspection of
the systems chosen for our study shows that reported tunnel
shape and size can differ substantially in some cases (Figure
S1). Differences may be attributable to packing inaccuracies or
poor resolutions of crystal structures.27−30 Here, the structure
with the poorest resolution (msEH, 2.80 Å resolution) also
had the highest average difference measured between bottle-
necks in corresponding tunnels identified in the crystal
structure and during the MD simulation. Crystal structures
with poor resolutions are prone to be inaccurate, especially
within the most flexible regions, such as loops29,31 or gating
residues within tunnels.3,5 Therefore, in some cases, a simple
analysis of crystal structure leads to an incomplete picture of
the enzyme’s tunnel network.
CAVER software ranks the tunnels identified in crystal

structures according to their priority, which is computed by
averaging tunnel throughput, which is a measure of the cost of
each pathway and can range from 0 (worst) to 1 (best). For
tunnels identified during MD simulation, priority was averaged
over all MD simulation frames in which a tunnel was identified.
Analysis of the tunnel ranking showed no correlation between
crystal structures and MD simulations. The differences in
tunnel ranking between crystal structures and MD simulations
may be associated with several factors, e.g., dense packing of
the structures in crystals or multiple conformations that are
accessible during MD simulation. However, comparison of the
maximal bottleneck radii showed good correlation between the
corresponding tunnels in crystal structures and MD
simulations (r = 0.82) (Figure S1). On average, the difference
between the measured bottleneck radii of the crystal structure
was smaller than the bottleneck measured during the MD
simulation by about 0.7 Å.
A high correlation between measured bottlenecks in

corresponding tunnels from the crystal structure and MD
simulations may suggest that the shape and size of the tunnels
present in a crystal structure are preserved despite the potential
conformational changes which may affect overall protein
structure. However, closer analysis of the tunnels identified
in crystal structures and during MD simulations by CAVER
showed that the tunnels identified in crystal structures are well-
defined; however, their parts located closer to the protein
surface are, in some cases, coiled. For most tunnels identified
during MD simulations, the interior parts of tunnels were well-

defined, whereas the tunnels’ mouths were widely distributed
on the protein surface. Such an observation might suggest that
those regions are tightly packed and/or lined by bulky residues,
which can change their conformation to open/close a
particular tunnel. Therefore, we recommend tunnel identi-
fication using MD simulations instead of a single crystal
structure. However, the geometry-based approach has issues
related to the asymmetrical shape of the tunnel: multiple
tunnels identified by CAVER during MD simulations may in
fact be the same tunnel, as it was shown in the case of the Tc/
m tunnel (Figure S2). Part of the tunnels can be seen as short-
lasting cavities, which rarely connect with other internal
voids,17 and as such, they are difficult to identify using the
geometry-based approach.
Comparison of the Results Obtained with Geometry-

Based and Small-Molecule Tracking Approaches from
MD Simulations. Using the same MD simulations as an input
for two different approaches provided an opportunity to
compare the results. While CAVER was developed to find all
possible entrances to the enzymes’ active sites, defined as a
space accessible for the probe with a defined size in particular
frames, AQUA-DUCT is focused on the tunnel’s functionality,
defined as the ability of a tunnel (or cavity) to transport small
molecules of interest. However, we observed that both tools
were able to identify the main tunnels (the most often open/
the most used by water molecules) in the analyzed sEHs. The
difference between the approaches is more visible when
comparing the side tunnels (rarely open/used by less water
molecules). Here, we would like to point out that the aim of
the study was not only to compare both approaches but also to
equip the user with a set of guidelines on how to carefully
interpret the information on the tunnel network provided by
each tool. We noticed that in several cases AQUA-DUCT was
unable to detect tunnels identified by the geometry-based
approach in both crystal structure and during MD simulation.
This may be caused by the physicochemical properties of the
tunnel-lining residues, which could block the transport of
particular molecules via the selected pathway. According to our
analysis, such nonfunctional tunnels were rather common, not
rare, cases. They were found by CAVER 3.0 PyMOL plugin
and CAVER 3.02 in seven out of eight analyzed sEHs (all
except msEH). Such tunnels may not be used for the transport
of small molecules; however, their modification can lead to
improved (thermo)stability of the protein.32 We also noticed
tunnels which were identified by AQUA-DUCT but not by the
geometry-based approach. At first glance, such a finding for
MD simulation analysis is unexpected because of the effective
radius of the water molecule, which was bigger than the probe
used in our investigation. However, this can be observed due
to two factors: (i) “rare events” or “water leakage” and (ii)
clustering algorithm. Rare events were previously discussed in
the case of StEH1.33 Rare events can be identified by AQUA-
DUCT even during relatively short MD simulations (50 ns),
but their identification by CAVER may be challenging. When a
water molecule is transported from one internal cavity to
another during the course of an MD simulation, it can leak
through the protein region, which is equipped with a set of
connected cavities and not a permanent tunnel (which is a
must for a geometry-based approach). Protein motions can
promote molecule passage, and therefore, longer or advanced
sampling MD simulations need to be performed to detect such
a void continuum by a geometry-based approach. Another
option is to use a smaller probe, which will make computations
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longer and analysis more challenging. The clustering approach
used by CAVER searched for the similarities between detected
pathways, and thus, it omitted the rarely occurring tunnels.
Therefore, we recommend a careful analysis of the clustering
results. It is worth noting that tunnels which were identified by
AQUA-DUCT and not by CAVER 3.02 during MD
simulations may be used for modifying an identified “rare
event” tunnel whose opening may lead to improved protein
activity34−36 or selectivity.37−40 Importantly, AQUA-DUCT is
designed to track all types of small molecules,11,24 such as
water molecules, ions, ligands, and additional cosolvents, such
as methanol, urea, dimethyl sulfoxide, acetonitrile, or phenol
(the use of AQUA-DUCT for the analysis of cosolvents was
shown by Bzoẃka et al.41). For this study, we used water
molecules; because of the analyzed system, sEHs require a
catalytic water molecule to convert substrates to product(s),
and therefore, they should be equipped in tunnels maintaining
water molecule transport. However, in the case of proteins
whose tunnels transport hydrophobic molecules, such as AlkL,
which was proposed to facilitate a passive transport function
increasing the rate of alkane diffusion,42 using a hydrophobic
probe would be recommended.
A comparison of the geometry-based and the small-molecule

tracking approaches also showed other differences. Tunnels
identified by the small-molecule tracking approach can be
considered functional for particular types of traced molecules.
The number of molecules passing through a particular entry/
exit reflects the tunnels’ usability, whereas in the case of
tunnels identified by the geometry-based approach, we were
unable to determine the tunnels’ functionality. Taking into
account all analyzed sEHs, no correlation between the number
of inlets and average bottleneck radius, maximal bottleneck
radius, or tunnel occurrence was found (Figure 3). However,
for particular enzymes, such correlation can be observed. In
msEH, both Tc/m and Tm1 tunnels have similar bottleneck
radii and occurrence according to the CAVER 3.02 results
(Table 1), and AQUA-DUCT showed that they are used to
transport 38% and 32% of the identified water molecules,
respectively. Interestingly, the Tg tunnel, which was not
present in the crystal structure, also has a similar bottleneck
radius but occurred only in 71% of the simulation time. The
Tg tunnel was used to transport around 24% of the identified

water molecules. All above-mentioned tunnels can be
considered similar. In contrast, in StEH1, the Tm1 and Tm2
tunnels which have similar maximal bottlenecks (>2.5 Å) differ
substantially in terms of functionality: Tm1 was used by 89%
of water molecules and Tm2, by 3%. On the other hand, the
Tm1 and Tc/m1 tunnels were almost always open, and they
also differed in terms of their functionality (Tc/m1 was used
by 7% of water molecules).
In this study, we compared the software for tunnel

identification, namely, the geometry-based approach of
CAVER 3.02 and small-molecule tracking approach of
AQUA-DUCT. We used the crystal structures and a set of
MD simulation trajectories to compare the results. Moreover,
we wanted to raise awareness among the users of tunnel
identification software that the geometry-based approach has
its flaws, which may be overcome or supplemented by using
the small-molecule tracking approach. Even though the main
tunnels in the analyzed proteins seem to be described in a
comparable way by both approaches, the results differ when it
comes to the side tunnels, which can be of great importance for
catalysis. Those differences are related to the way in which
both approaches search for tunnels. However, it must be kept
in mind that we were analyzing tunnels with relatively narrow
bottlenecks (1.0−2.0 Å radii) in which a subtle conformational
change may cause opening or closing of a particular pathway.
Therefore, the described differences between the approaches
may not be observable in wider tunnels and channels. We also
showed that MD simulations provide much more information
on the tunnels and protein dynamics. The small-molecule
tracking approach was shown to solve some limitations of the
geometry-based approach; however, in some aspects, both
approaches are complementary and may be useful for further
protein engineering. Because tunnel detection in the crystal
structures using the geometry-based approach is easier
compared with other approaches using MD simulation data,
it may be the most commonly used. We hope that our work
will increase awareness among researchers using a geometry-
based approach about its limitations and will provide a guide
for the selection of methods according to their needs.

Figure 3. Relationship between number of inlets, tunnel occurrence, and average and maximal bottleneck obtained for all analyzed proteins. Please
note that even those tunnels which were always open and had wide bottlenecks were not always identified as functional tunnels.
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■ DATA AND SOFTWARE AVAILABILITY
Tunnel identification in the crystal structures was carried out
using a CAVER 3.0 plugin for PyMOL.23 Parameters used for
the analysis are specified in Table S1. The classical MD
simulations of each protein were carried out using the CUDA
version of the pmemd program available in Amber14.21 Tunnel
identification during MD simulations was performed by
CAVER 3.02 software23 using the same set of parameters as
for the analysis in the crystal structures (as in Table S1) and
using AQUA-DUCT 1.0 version.11,24 For AQUA-DUCT
analysis, the water molecules which entered and/or left the
active site cavity (called the Object) were traced within the
protein’s interior (called the Scope).
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1*

1 Tunneling Group, Biotechnology Centre, Silesian University of Technology, Gliwice, Poland,

2 Biotechnology Centre, Silesian University of Technology, Gliwice, Poland

☯ These authors contributed equally to this work.

* a.gora@tunnelinggroup.pl

Abstract

The evolutionary variability of a protein’s residues is highly dependent on protein region and

function. Solvent-exposed residues, excluding those at interaction interfaces, are more vari-

able than buried residues whereas active site residues are considered to be conserved. The

abovementioned rules apply also to α/β-hydrolase fold proteins—one of the oldest and the

biggest superfamily of enzymes with buried active sites equipped with tunnels linking the

reaction site with the exterior. We selected soluble epoxide hydrolases as representative of

this family to conduct the first systematic study on the evolution of tunnels. We hypothesised

that tunnels are lined by mostly conserved residues, and are equipped with a number of spe-

cific variable residues that are able to respond to evolutionary pressure. The hypothesis was

confirmed, and we suggested a general and detailed way of the tunnels’ evolution analysis

based on entropy values calculated for tunnels’ residues. We also found three different

cases of entropy distribution among tunnel-lining residues. These observations can be

applied for protein reengineering mimicking the natural evolution process. We propose a

‘perforation’ mechanism for new tunnels design via the merging of internal cavities or protein

surface perforation. Based on the literature data, such a strategy of new tunnel design could

significantly improve the enzyme’s performance and can be applied widely for enzymes with

buried active sites.

Author summary

So far very little is known about proteins tunnels evolution. The goal of this study is to

evaluate the evolution of tunnels in the family of soluble epoxide hydrolases—representa-

tives of numerous α/β-hydrolase fold enzymes. As a result two types of tunnels evolution

analysis were proposed (a general and a detailed approach), as well as a ‘perforation’

mechanism which can mimic native evolution in proteins and can be used as an addi-

tional strategy for enzymes redesign.
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Introduction

Protein evolution mechanisms, and the factors determining protein evolution rate, have

drawn attention in the past decades. Comprehensive studies regarding protein evolution

resulted in a set of principles linking protein evolution with their structural and functional fea-

tures. The most crucial assumption is that functionally important residues evolve at slower

rates compared with the less important residues [1]. Moreover, residues buried in the protein

core and those on the protein surface were shown to have different substitution patterns [2],

which may be related to different packing densities in the macromolecule [3]. These findings

provided the groundwork for various experimental techniques [4] and bioinformatic tools

used intensively to carry out protein engineering [5,6] to search for particular ancestral pro-

teins [7–9], and to explore the evolution of enzyme functions within superfamilies [10]. The

distinction between residues that evolve more slowly or more quickly (i.e. conserved and vari-

able residues, respectively) can be used to inform preselection of target regions for function or

stability improvement, and in the design of smart libraries, while also providing explanations

for unsuccessful attempts which resulted in dysfunctional or unstable mutants [11–15].

The amino acids comprising an enzyme’s catalytic site (regardless of its location) represent

one of the most evident examples of conserved residues. In contrast, solvent-exposed residues

which do not contribute to protein-protein or protein-ligand recognition are more variable,

since they are not essential for either the enzyme’s function nor its structural stability

[3,16,17]. The evolutionary rate of secondary structure elements has also been investigated by

several research groups. In a study by Sitbon and Pietrokovski [18], the authors suggest that,

due to their regular repetitive structure, helices and strands might be more conserved than

loops. On the other hand, Liu et al. showed that loops might tend to be evolutionary conserved

since functional sites are overrepresented by loop-rich regions [19]. However, other results

suggest that β-sheet regions evolve more slowly in comparison to helical regions, and that ran-

dom coil regions evolve the fastest [3,18,20,21].

Meanwhile, the results of site-directed mutagenesis experiments demonstrated that even

mutations positioned relatively far from catalytic residues can attenuate an enzyme’s catalytic

activity [22,23]. However, frequently distal mutations are fine-tuning the conformational

ensembles of enzymes by evolutionary conformational selection [24,25] but that approach can

also modify the allosteric mechanism of an enzyme [26,27], or its tunnel utilised to maintain

ligands transport [28,29]. Growing evidence of a large number of tunnels in protein structures

[28,30] and their importance for an enzyme’s catalytic performance has led to the assumption

that, while respecting evolutionary pressures, tunnels are generally preserved during protein

evolution. So far, only a few individual studies have addressed this question. Evolutionarily

preserved tunnels, or their parts, were reported in glutamine amidotransferases [31], carba-

moyl phosphate synthetase [32], and histone deacetylases [33]. In contrast, a faster rate of evo-

lution was proposed for residues constituting gates in cytochromes [34].

Limited information about the variability of the tunnel-lining residues encouraged us to

perform the first systematic study on the determination of a tunnel’s evolution in the soluble

epoxide hydrolases (sEHs) family. We chose representative members of the sEHs due to three

facts: i) that they belong to one of the oldest and the biggest enzymes superfamily—the α/β-

hydrolases fold family [35–37], ii) that the crystal structures of different clade members (mam-

mals, plants, fungi, and bacteria) were available, and iii) that sEHs catalyse the conversion of a

broad spectrum of substrates and exhibit a diverse tunnel network in their structures. Such a

tunnel network connects the conserved active site buried between the main and more structur-

ally variable cap domain with the environment. We hypothesised that tunnels are conserved

structural features equipped with variable parts, e.g. gates responsible for different substrate

PLOS COMPUTATIONAL BIOLOGY Evolution of tunnels in α/β-hydrolase fold proteins—What can we learn?

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010119 May 17, 2022 2 / 25

https://doi.org/10.1371/journal.pcbi.1010119


specificity in closely related family members. Additionally, we raised the following question:

are there any mechanisms or schemes that can be adopted during protein engineering to

mimic new tunnels’ appearance? Our results indicate that most tunnels in soluble epoxide

hydrolases can be considered as conserved features, and we have proposed a “perforation”

model that can be applied as a strategy for de novo tunnel design. Due to high structural simi-

larity between members of α/β-hydrolases superfamily, our results could be expanded and

applied into other superfamily members including acetylcholinesterase, dienelactone hydro-

lase, lipase, thioesterase, serine carboxypeptidase, proline iminopeptidase, proline oligopepti-

dase, haloalkane dehalogenase, haloperoxidase, epoxide hydrolase, hydroxynitrile lyase and

others [38]. We need to emphasise that since we analysed tunnels identified in relatively small

protein structures with narrow tunnels (usually 1.0–2.0 Å), some processes leading to tunnel

formation or modification cannot be covered. This includes long insertion or deletion, dimer-

ization, or quaternary protein structure organisation.

Results

For this study, we chose only the unique and complete structures of sEHs deposited in the Pro-

tein Data Bank (PDB) [39]. Any structures with information missing about the positions of

any of their amino acid residues could have provided bias, and therefore were excluded. The

resulting selection of seven epoxide hydrolase structures represent the clades of animals (Mus
musculus, msEH, PDB ID: 1CQZ, and Homo sapiens, hsEH, PDB ID: 1S8O), plants (Solanum
tuberosum, StEH1, PDB ID: 2CJP), fungi (Trichoderma reesei, TrEH, PDB ID: 5URO), bacteria

(Bacillus megaterium, bmEH, PDB ID: 4NZZ) and thermophilic enzymes collected in hot

springs in Russia and China from an unknown source organism (Sibe-EH, and CH65-EH,

PDB IDs: 5NG7, and 5NFQ, respectively).

Model description and referential compartment evolutionary analysis

sEHs consist of two domains: the main domain, featuring eight β-strands surrounded by six α-

helices; and the mostly helical cap domain, which sits atop the main domain. The cap domain

is inserted between the strands of the main domain and is connected by an element called the

NC-loop. The cap-loop is inserted between two helices of the cap domain [40]. The active site

of the sEHs is buried inside the main domain, and therefore the transportation of substrates

and products is facilitated by tunnel (either single or in a network) [29].

We performed an entropy analysis of the residues making up particular protein compart-

ments with the use of the Schneider entropy metric implemented in the BALCONY package

[41]. As an input BALCONY requires multiple sequence alignment (MSA) and a list of resi-

dues building up particular compartments. We analysed the compartments listed in S1 Table

(i.e. residues forming the active site; buried and surface residues; main and cap domains; NC-

loop; cap-loop; and α-helices, loops, and β-strands). In order to determine the positions’ vari-

ability, we used Schneider entropy metric [42] calculated for each position in the MSA. To

avoid bias and position-specific conservation scores we trimmed the MSA removing positions

that did not correspond to the analysed proteins’ sequences. To evaluate the overall compart-

ments’ variability we calculated the difference between the median distances of positions of the

proteins‘ compartments and the remaining positions of the trimmed MSA (Fig 1 and S2

Table, see also Methods section for the description of the MSA trimming). Negative values of

the difference between median distances of the selected proteins’ compartments and the

trimmed MSA (S2 Table) indicate compartments with lower variability, and positive values

indicate compartments with higher variability in comparison to the remaining positions in the

trimmed MSA. For quantitative statistical analysis, we compared the calculated Schneider
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entropy values of these compartments with the remaining positions of the trimmed MSA

using the Epps-Singleton test [43].

Based on the obtained differences in median distances and the results of the Epps-Singleton

test, the active site residues were classified as conserved, i.e. with lower entropy scores in com-

parison to the remaining positions in the MSA. The surface residues (classified as solvent-

exposed residues according to the NetSurfP server [44]) were classed as the most variable.

Entropy analysis showed that the variability of the buried residues was significantly lower than

the variability of the surface residues (Fig 1 and S2 Table). These results are in agreement with

the general findings mentioned previously [3,16,45]. With regards to the structural elements

specific to sEHs, all compartments (main domain, cap domain, cap-loop, and NC-loop (except

for the NC-loop in CH65-EH)) were classified as variable among all the selected sEHs. In all

analysed proteins, α-helices and loops were also classified as variable (however, in the case of

hsEH and StEH1 the information about the variability of loops was not statistically significant).

In all analysed proteins, except for msEH, β-strands were found to be conserved which stays in

agreement with the work of Sitbon and Pietrokovski [18] (Fig 1 and S2 Table).

Tunnel identification and comparison

We identified tunnels providing access to the active site using a geometry-based approach

implemented in CAVER software [46] for both crystal structures and in molecular dynamics

(MD) simulations, and then compared their geometries (for details see the Methods section).

CAVER software identified between three and nine tunnels in the analysed crystal structures.

Those tunnels were then compared with the tunnels identified during MD simulations to find

their corresponding counterparts (S3 Table), based on the similarity of their tunnel-lining res-

idues (for more details see the Methods section). We marked all identified tunnels according

to their localisation within the epoxide hydrolase’s domains as was shown in our previous

work [47]. We identified tunnels passing through three regions of the sEH structure: i) the

main domain (marked as Tg, Tm, Tback, and Tside), ii) the cap domain (marked as Tcap), as

well as iii) the border between the cap and main domains (marked as Tc/m).

We identified seven tunnels in the main domain, six in the cap domain, and three at the

border between those domains (Fig 2). It should be pointed out that the Tc/m tunnel was iden-

tified as multiple tunnels by CAVER (Tc/m1, Tc/m2, and Tc/m3). This issue is related to the

asymmetric shape of the Tc/m tunnel, which makes it difficult to classify in a geometry-based

approach (S1 Fig).

Closer analysis of the tunnels identified in crystal structures and during MD simulations by

CAVER showed that the tunnels identified in crystal structures are well-defined; however,

their parts located closer to the protein surface are, in some cases, coiled. For most tunnels

identified during MD simulations, the interior parts of tunnels were well-defined, whereas the

tunnels’ mouths were widely distributed on the protein surface. Such an observation might

suggest that those regions are tightly packed and/or lined by bulky residues which can change

their conformation to open/close a particular tunnel.

Fig 1. Radial plot of the median entropy values of referential compartments (green) and the remaining positions of

the trimmed MSA (turquoise). When the median entropy values of the components cover the median entropy values of

the trimmed MSA, it means that the particular compartment is more conserved than the remaining positions of the MSA

(dark green). The compartments considered as conserved are written in bold. The MSA contained 1455 sequences and 419

positions. Figure represents data shown in S2 Table. All pairwise differences (except for loops (LOO) in hsEH and StEH1,

marked red) are statistically significant (Epps-Singleton test). In the bottom right corner, a schematic representation of the

analysed structure-specific comportments is provided. Abbreviations: AS–active site; BAA–buried amino acids; SAA–

surface amino acids; MD–main domain; CD–cap domain; CL–cap-loop; NCL–NC-loop; HEL–helices; LOO–loops; STR–

strands.

https://doi.org/10.1371/journal.pcbi.1010119.g001
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Tunnel evolutionary analysis

In the case of sEHs, tunnels can perform several distinct functions: i) transport and positioning

of substrates and products, ii) control of the solvent access to the catalytic cavity, and iii) trans-

port of catalytic water. Only those tunnels which maintain at least one of those functions can

undergo evolutionary pressure. As we confirmed during the referential compartments’ evolu-

tionary analysis, surface residues are more variable than buried residues. Indeed, Fig 3 shows

protein structures coloured according to Schneider entropy values, where thin blue lines repre-

sent regions with lower entropy, and yellow thick lines represent regions with higher entropy

values. We also coloured the identified tunnels according to their frequency of detection (i.e.

based on the number of frames in which they were identified) in MD simulations

(darker = more frequent). The overall position of the tunnels was similar among all the protein

structures; however, there were large differences concerning their frequency during the MD

Fig 2. Comparison of tunnels identified in the crystal structure (left) and the results after molecular dynamics (MD)

simulation (right) for each system: A) M. musculus soluble epoxide hydrolase (msEH), B) H. sapiens soluble epoxide

hydrolase (hsEH), C) S. tuberosum soluble epoxide hydrolase (StEH1), D) T. reesei soluble epoxide hydrolase (TrEH),

E) B. megaterium soluble epoxide hydrolase (bmEH), and thermophilic soluble epoxide hydrolases from an unknown

source organism F) Sibe-EH, and G) CH65-EH. Protein structures are shown as white transparent cartoons. Matching

tunnels are marked with the same colour as spheres (in crystal structures) and lines (in MD simulations).

https://doi.org/10.1371/journal.pcbi.1010119.g002

PLOS COMPUTATIONAL BIOLOGY Evolution of tunnels in α/β-hydrolase fold proteins—What can we learn?

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010119 May 17, 2022 6 / 25

https://doi.org/10.1371/journal.pcbi.1010119.g002
https://doi.org/10.1371/journal.pcbi.1010119


simulations. Cross-sections of these structures suggest that the protein core is composed of res-

idues with lower variability (lower entropy values), whereas the tunnel mouths, located at the

protein surfaces, are surrounded by residues of both higher and lower variability (higher and

lower entropy values, respectively).

We identified the residues lining these particular tunnels during the MD simulations. Dur-

ing MD simulations, the protein is not a rigid body and the residues gain some level of

Fig 3. Visualisation of the entropy score of each protein residue (right), and frequency of tunnels identified with

CAVER during molecular dynamics (MD) simulations (left) for each system: A) M. musculus soluble epoxide

hydrolase (msEH), B) H. sapiens soluble epoxide hydrolase (hsEH), C) S. tuberosum soluble epoxide hydrolase

(StEH1), D) T. reesei soluble epoxide hydrolase (TrEH), E) B. megaterium soluble epoxide hydrolase (bmEH), and

thermophilic soluble epoxide hydrolases from an unknown source organism F) Sibe-EH, and G) CH65-EH. Protein

residues are shown according to their entropy score: low values of entropy are marked as thin blue lines and higher

values as thick yellow lines. Tunnel centerlines are coloured according to the frequency of their occurrence during MD

simulations (the tunnels occurrence was calculated based on the numbers of the MD simulation frames in which the

tunnel was identified; 100% means that the tunnel remained open in all 50,000 MD simulation frames): dark green

indicates the most frequently identified tunnels, and light green those very rarely identified. The right side of each pair

shows cross-sections of protein surfaces coloured according to the entropy score of each amino acid residue.

https://doi.org/10.1371/journal.pcbi.1010119.g003
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flexibility, which may cause the opening and closing of identified tunnels. Moreover, due to

the residues’ movements, the identified tunnels may branch (either near the active site, in the

middle of the tunnel, or near the surface). Since we observed many cases of tunnels branching

near the surface, the list of identified tunnel-lining residues may be overrepresented by the sur-

face residues. Therefore, we decided to perform an entropy analysis of: i) all tunnel-lining resi-

dues; ii) surface tunnels-lining residues; and iii) tunnel-lining residues without the surface

residues. An evolutionary analysis of the tunnel-lining residues without the surface residues is

presented in Fig 4. Analysis was performed using the same procedure as in the case of the ref-

erential compartments. Complete lists of tunnel-lining residues are shown in S5–S11 Tables.

A detailed analysis of the sEHs tunnels is shown in S3–S9 Figs. Median distances of all ana-

lysed proteins are listed in S12 Table.

Fig 4. Distribution of the entropy values and median entropy values of tunnel-lining residues without the surface

residues, and the remaining positions of the trimmed MSA (violin plots), for all analysed soluble epoxide

hydrolase structures. Figure represents the data shown in S12 Table. Statistically significant pairwise differences in

median distances are marked by a star (�).

https://doi.org/10.1371/journal.pcbi.1010119.g004
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Based on the median distances between all tunnel-lining residues and the remaining resi-

dues’ positions in the MSA, we concluded that almost all analysed tunnels should be consid-

ered as conserved. Following exclusion of the surface residues from the tunnel-lining residues,

differences in median values decreased indicating that the conserved character of tunnels

comes from the buried residues (Fig 4 and S12 Table). It is clear that the surface tunnel-lining

residues generally reach higher entropy values than the other analysed tunnel-lining residues

(S3–S9 Figs).

Presented violin plots (Fig 4) provide insight into tunnel’s residues entropy distribution. To

perform that, the right violin shape from each pair has to be analysed. For example, in bmEH

the distribution of the entropy values among residues creating Tc/m1 tunnel shows a triangle-

like shape with a wide base of residues with low entropy values, which corresponds to the pre-

vailing contribution of conserved residues. In contrast, the distribution of the entropy values

among residues lining the Tc/m_back tunnel resembles a rectangle or even hourglass-like

shape which means that both variable and conserved residues build that tunnel. Thus, analysis

of the shape of the violin plots provides descriptive information about the variability of the res-

idues creating each tunnel. The differences between violin plots for all tunnel-lining residues,

and those with excluded surface residues, clearly confirm the variable character of tunnels’

entries.

Detailed analysis of selected tunnels

The violin plots provide information about the general variability of the tunnel-lining residues,

but do not give insight into the location of the variable/conserved residues along the tunnel.

To analyse that we performed a more advanced analysis. We selected three different tunnels

which were identified in three different sEHs. The Tc/m tunnel of hsEH and the Tm1 tunnel

of StEH1 represent the most commonly identified tunnels, and the Tc/m_back tunnel of

bmEH represents an interesting case of a tunnel which already was engineered. The entropy

values of the tunnel-lining residues are presented in S13 Table.

As we pointed out elsewhere [47] the Tc/m tunnel whose mouth is located between the

main and cap domains can be seen as an ancestral tunnel created during cap domain insertion

and preserved in nearly all epoxide hydrolases. In hsEH this tunnel (Fig 5A) has an average

length of ~13.3 Å. It was open during 59% of the simulation time, with an average bottleneck

radius of 1.6 Å, reaching a maximum of 2.7 Å. It is lined by residues with both low and high

values of entropy, which makes the overall entropy distribution nearly flat (when surface resi-

dues are included) or exponential (when surface residues are excluded) which corresponds to

the hourglass-like and triangle-like shape of the violin plot, respectively. The majority of vari-

able residues is located close to the surface or at the interface between the cap and main

domains. Close inspection of the tunnel revealed also a highly variable residue (i.e. with higher

entropy value)–F497 (Schneider entropy value 0.7946)–located approximately in the middle of

the tunnel and situated between two less-variable residues (i.e. with lower entropy values)–

D496 (Schneider entropy value 0.0336), from the active site, and V498 (Schneider entropy

value 0.4713). The F497 residue might act as a molecular gate [48] since its position in several

other crystal structures differs substantially, and was identified as a surface residue (S10 Fig).

The Tm1 tunnel of StEH1 is the shortest identified in this structure (Fig 5B). Similar tun-

nels were identified in three other analysed sEHs: msEH, hsEH, and TrEH. The tunnel mouth

is located in the main domain, near the NC-loop and hinge region. A close inspection of this

tunnel revealed that it was ~13 Å long on average, and was always open during MD simulation.

It had an average bottleneck radius of 1.9 Å, with a potential to increase up to 3.1 Å. The analy-

sis of the violin plots suggests overrepresentation of the variable residues (reversed triangle-
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like shape of the violin plot, when surface residues are included), and nearly flat distribution of

entropy values (hourglass-like violin shape, when surface residues are excluded). The majority

of the tunnel-lining residues showed relatively high entropy values, while the residues with

lower entropy values were located in proximity to the active site. In our previous analysis of

StEH1 [49], we identified three residues, namely P188 (Schneider entropy value 0.5117) (not

shown in Fig 5), L266 (Schneider entropy value 0.7946), and I270 (Schneider entropy value

0.5594), as potentially useful during protein engineering. Here we present that those residues

are also variable, which may suggest that their substitution might not affect protein stability.

Interestingly, approximately in the middle of the tunnel length, a less-variable H131 (Schnei-

der entropy value 0.2524) residue was also identified.

Fig 5. Analysis of the selected tunnels of soluble epoxide hydrolases (sEHs). A) The Tc/m tunnel of the H. sapiens
soluble epoxide hydrolase (hsEH) structure, B) the Tm1 tunnel of the S. tuberosum soluble epoxide hydrolase (StEH1)

structure, and C) the Tc/m_back tunnel of the B. megaterium soluble epoxide hydrolase (bmEH). Each panel consists

of three parts: top section—close-up of tunnel residues. Residues are coloured according to entropy score. For the sake

of clarity, less-frequently detected amino acid residues were omitted, and those creating the active site are shown as red

lines. The active site cavity is shown as the interior surface, and the representative tunnel detected during molecular

dynamics (MD) simulations as centerlines; middle section—cumulative distribution function (CDF) of entropy score

for the tunnel-lining residues without the surface residues (cyan dots) and corresponding counterpart (black dots); and

bottom section–scatterplot of the tunnel residues’ entropy values relative to distance from the geometric centre of the α
carbons of the enzyme, along with a marginal histogram of entropy value counts in respective intervals. Scatterplot

points as well as histogram counts grouped into classes based on residue classification (active site–red; surface

residues–blue; buried–grey).

https://doi.org/10.1371/journal.pcbi.1010119.g005
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The last example is the Tc/m_back tunnel of bmEH (Fig 5C) which was already engineered

by Kong et al. [50]. This tunnel was identified as a third tunnel during MD simulation and had

an average length of 26.7 Å. It was open only for 18% of the simulation time, with an average

bottleneck radius of 1.0 Å, and the potential to increase up to 1.8 Å. The mouth of this tunnel

was located in the main domain. Both violin plots (with surface residues included and

excluded) show a similar hourglass-like shape. Close inspection of the tunnel revealed that res-

idues with lower entropy values contributed to the binding cavity inside the main domain,

while residues with higher entropy were located in the area surrounding a deep pocket on the

protein surface. We also found two residues, namely F128 (Schneider entropy value 0.5798)

and M145 (Schneider entropy value 0.4678), which had lower entropy values than their neigh-

bours. Those residues were successfully modified to create a novel tunnel leading to the bmEH

active site, allowing conversion of bulky substrates [50].

Discussion

In our study, we focused on sEHs, which are enzymes belonging to the α/β-hydrolase super-

family. Members of this superfamily share a barrel-like scaffold of eight anti-parallel β-strands

surrounded by α-helices with a mostly helical cap domain sitting on top of the entrance to the

active site [45], which seems to be also the oldest [51] and most stable [52] fold used by one the

largest groups of enzymes [53]. Structural and evolutionary analyses of EHs have been

reported systematically [40,47,54–56], providing valuable insights into their structural and

functional features. In our work, we first assessed the system-specific compartments described

previously by Barth et al., such as the main and cap domains, the NC-loop, and the cap-loop,

along with secondary structure elements such as strands, helices, and loops. Based on an align-

ment of 95 EH sequences, three available crystal structures, and several homology models,

they showed that the main and cap domains are conserved, while the NC-loop and cap-loop

are variable [40].

Here, we analysed an alignment of 1455 EH sequences and additionally performed an in-

depth analysis of the seven complete crystal structures representing different clades (animals,

plants, fungi, and bacteria). By calculating the difference between median distances of Schnei-

der entropy values of a selected compartment and the remaining positions of the trimmed

MSA–we were able to determine the variability of each compartment. The calculated median

distances for all analysed compartments confirmed well-known observations: active sites com-

prised highly conserved residues, with greater variability exhibited by surface residues than by

buried residues [3,16,45]. Our results were also consistent with the work of Barth et al. [40],

showing that the cap-loop and NC-loop should be considered as variable features. However, in

contrast to their work, for such a large set of sequences, the whole main and cap domains were

considered variable. In all analysed proteins, α-helices, and loops were found to be variable (S2

Table), while β-strands were found to be conserved in all analysed proteins, except for msEH.

Such a tendency was shown previously for other systems elsewhere [18]. Further, since we

were able to identify structural compartments of the seven sEHs analysed, observations regard-

ing the modularity of EHs are still applicable [37].

The main aim of our analysis was to perform what was, to our knowledge, the first system-

atic analysis of the evolution of tunnels in a large family of sEHs. Therefore, our results can be

applied mostly to the EHs, and–with some minor adjustments–to other members of the α/β-

hydrolases superfamily. We identified multiple tunnels of different sizes and shapes, located in

three different regions: the cap and main domains, as well as at the border between those

domains. We hypothesised that tunnels are conserved structural features equipped with vari-

able parts, such as gates responsible for different substrate specificity profiles in closely related
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family members. This hypothesis was based on two assumptions: i) that the surface residues

are more variable in comparison to the buried residues, and ii) that access to the active site cav-

ity should be preserved to sustain the catalytic activity of the enzyme. Our results confirmed

both assumptions. Moreover, we identified the Tc/m tunnel which was present in all analysed

sEHs, and is located in the border between the cap and main domains. The cap domain is

thought to be a result of a large insertion into the α/β-hydrolase main domain [45,47]. Both

domains interact, creating a hydrogen bond network [57]; they co-evolved to preserve access

to the buried active site while also ensuring the flexibility required for transport of the substrate

and the products [58]. Most of the residues with lower entropy values in the cap domain face

the main domain. This finding confirms previously presented information about the main and

cap domains’ relative flexibility [40,59–62].

We also proposed two ways of the analysis of the tunnel residues variability. The violin

plots allow analysis of the contribution of variable and conserved residues, which provides a

general overview of each tunnel. They also allow assessment of the variability of a particular

compartment relative to the remaining positions of the MSA (as shown in Fig 1). The scatter-

plots (similar to those in Fig 5A–5C) provide detailed insight and can be used to draw further

conclusions regarding the distribution of entropy values of tunnel-lining residues along an

analysed tunnel. They can also be used to identify the most variable and conserved tunnel-lin-

ing residues. In general, after excluding the active site and surface residues, the analysed exam-

ples (Fig 5) show three cases of entropy distribution among tunnel-lining residues: i) the flat

distribution of the entropy values (Fig 5A); ii) the overrepresentation of residues with higher

entropy values (Fig 5B); and iii) the quasi-sigmoidal distribution (Fig 5C; most of the residues

have values of the entropy in the range of 0.25–0.7).

Our results confirmed the conserved character of the tunnels. Moreover, we found that

even conserved tunnels can be lined with more variable residues, located not only at the sur-

face (tunnels’ entry). Close inspection of the Tc/m tunnel of hsEH allowed us to detect variable

S412 and F497 residues (Schneider scores 0.618 and 0.795, respectively), among which phenyl-

alanine was observed to be the most flexible amino acid, and which was even observed in a dif-

ferent conformation in crystal structures (S10 Fig). This indicates a potential role for F497 as a

gate, controlling access through this tunnel [48]. On the other hand, the Tc/m tunnel is also

lined by more conserved residues, such as the highly conserved substrate-stabilising tyrosine

located in the cap domain (Y466 in hsEH, Schneider score 0.0323) [63,64].

Analysis of the variability of particular amino acid positions could be used in the search for

feasible key amino acids (hot-spots) [65]. More variable positions might be considered as

favourable locations for the introduction of mutations. Such residues can be detected even for

the shortest tunnels, and have already been shown to enable fine-tuning of enzyme properties

[66]. For example, the Tm1 tunnel of StEH1 is lined with several variable residues which may

have a role to play in the fine-tuning of the enantioselectivity of that enzyme [67]. Such a strat-

egy is acknowledged as one of the most likely to succeed, since it does not significantly disturb

protein activity and stability, and the different locations of hot-spots along the transport path-

way may enable modification of geometric/electrochemical constraints, thus contributing to

the enzyme selectivity.

In our other study, we showed a relationship between a tunnel’s shape and location, and the

enzyme’s function [47]. Thus, the evolution of the tunnel network can be considered as an

additional mechanism that allows the enzyme to adapt and catalyse the conversion of different

substrates. Mimicking such a process could provide a straightforward strategy for enzyme re-

engineering. As we pointed out above, the insertion of the cap domain has created the buried

active site cavity and the Tc/m tunnel ensuring access to that cavity. This tunnel can be consid-

ered as an ancestral tunnel and it seems to be well-preserved among nearly all sEHs family
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members. However, the insertion of large fragments into existing structures appears to be a

high-risk strategy. Based on our results, we can suggest a much easier approach that can be

used for tunnel network redesign.

Perforation mechanism of the tunnel formation

The observed entropy values of tunnel-lining residues usually range from 0.25 to 0.7 (S13

Table). As we showed, the scatterplots can be used to identify the most variable and conserved

residues. Variable residues are considered potentially safe hot-spots for single-point mutations

[65]. We can imagine that new tunnels providing access to the protein interior can appear as a

result of a “perforation” via a mutation occurring: i) in the surface layer of protein or ii) at the

border of large cavities affecting surface integrity (Fig 6). Such a process can be easily mim-

icked and adopted for enzyme modification. We showed [47] that, in some cases, tunnels

behave more like a series of small cavities which are rarely open. In the case of such tunnels, a

mutation resulting in a permanently open cavity might be a driving force for future tunnel

widening and modulation of selectivity or activity of enzymes, or otherwise provide additional

regulation of activity.

The appearance of a new tunnel, resulting from a single-point mutation, via the proposed

perforation mechanism provided significant freedom and flexibility for α/β-hydrolases to

modify their activity and selectivity. Since the mechanism for hydrolysis performed by the

sEHs involves deprotonation of the nucleophile in the hydrolysis step (proton shuttling) and

water attack, it requires precise transport of water molecules. New tunnels could significantly

improve the enzyme’s performance by separating the substrate/products transport pathways

from water delivery tracks.

A perfect example of the mimicking of the proposed surface perforation model is the trans-

formation of the Tc/m_back tunnels of the bmEH shown by Kong et al. [50] in which they

turned a substrate inaccessible tunnel into an accessible one in order to improve the enzyme’s

functionality. As we showed here these two residues whose substitution to alanine led to the

opening of a side tunnel, improving the activity of bmEH upon α-naphthyl glycidyl ether, had

Fig 6. Schematic representation of the ‘perforation’ model of protein tunnel evolution. The ancestor protein

(middle) and two modification pathways leading to a new enzyme by merging internal cavities (left) or by surface

perforation (right). Yellow–variable residues; blue–conserved residues. Boxes represent residues: blue–conserved

active site residues, red–potentially mutable (variable) residue, and green–mutated residue. Arrows represent pathways

leading to the active site: blue–actual pathway, red–potential novel pathway, and green–novel open pathway.

https://doi.org/10.1371/journal.pcbi.1010119.g006
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higher entropy values than their neighbours. This work also led us to a hypothesis that muta-

tions of such variable residues could also appear spontaneously and may drive the evolution of

the active site accessibility via surface perforation and/or joining of internal cavities. Identifica-

tion of such residues which are prone to cause such an effect might easily be adopted as part of

protein reengineering processes. These conclusions are supported by the observations of Ahar-

oni et al. [68], who noticed that most mutations affecting protein functionality (mostly activity

and selectivity) were located either on the protein surface or within the active site cavity.

Indeed, the investigation of long and narrow tunnels, not obviously relevant at first glance dur-

ing protein engineering, should be regarded as a strategy for new pathway creation, as illus-

trated by Brezovsky et al. in their de novo tunnel design study which resulted in the most

active dehalogenases known so far [69]. Dehalogenases are closely related to sEHs and belong

also to the α/β-hydrolases superfamily, thus further supporting the rationality of our approach.

The tunnels described in our findings which we consider conserved provided substantial

information about their origin, and about the evolution of enzymes’ families more broadly. On

the other hand, our results suggest that after the ancestral occlusion of the active site, the fur-

ther evolution of α/β-hydrolases may be driven by perforation of either the surface or of the

internal cavities, which mostly comprised variable residues. Tunnels themselves can be

equipped with both conserved residues, which are potentially indispensable for their perfor-

mance, as well as highly variable ones, which can be easily used for fine-tuning an enzyme’s

properties. Such hotspots can be easily identified using the approach presented here.

Methods

Workflow

Evolutionary analysis was divided into two parts: system-specific compartment analysis, and

tunnel analysis. Prior to those analyses, the positions of the residues that contribute to com-

partments and tunnels needed to be mapped in an MSA comprising sequences of epoxide

hydrolases. The identified residues were then used as input for an evolutionary analysis using

the BALCONY software [41]. Tunnels were identified by CAVER software [46] in both crystal

structures and during MD simulations and then compared with each other to find their corre-

sponding counterparts. Finally, the tunnel-lining residues, the surface tunnel-lining residues,

and the tunnel-lining residues without surface residues were used for the evolutionary analysis

using BALCONY software (Fig 7).

Obtaining protein structures for analysis

Seven unique and complete crystal structures were downloaded from the PDB database [39].

The selected structures all belong to the α/β hydrolase superfamily, share the same core fold

scheme [45], and consist of a main and a cap domains [40]. Five structures represent different

clades. They belong to clades of animals (M. musculus (msEH, PDB ID: 1CQZ)), H. sapiens
(hsEH, PDB ID: 1S8O)), plants (S. tuberosum (StEH1, PDB ID: 2CJP)), fungi (T. reesei (TrEH,

PDB ID: 5URO)), and bacteria (B. megaterium (bmEH, PDB ID: 4NZZ)). Two structures were

collected from an unknown source organism in hot springs in Russia and China (Sibe-EH,

PDB ID: 5NG7, CH65-EH, and PDB ID: 5NFQ).

Structure preparation

Ligands were manually removed from each structure, and only one chain was used for the

analysis. For the msEH and hsEH structures, only the C-terminal domain, with the hydrolytic

activity, was used. Several referential structural compartments were selected for further
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analysis (see S2 Table): the active site; buried and surface residues; main and cap domains;

cap-loop; NC-loop; and α-helices, β-strands, and loops. The definitions of the cap-loop and

NC-loop were taken from the works of Barth et al. [40] and of Smit and Labuschagne [70].

The NetSurfP service [44] was used to identify both buried and surface residues. Tunnels iden-

tified by CAVER software were also selected for further analysis.

MD simulations

MD simulations for msEH (PDB ID: 1CQZ), hsEH (PDB ID: 1S8O), StEH1 (PDB ID: 2CJP),

TrEH (PDB ID: 5URO), bmEH (PDB ID: 4NZZ), Sibe-EH (PDB ID: 5NG7), and CH65-EH

(PDB ID: 5NFQ) were carried out according to the protocol described by Mitusińska et al.
[47].

CAVER analysis

Tunnel identification and analysis in each system were carried out using CAVER 3.02 software

[46] in two steps: i) the crystal structure of the enzyme was analysed by the CAVER plugin for

PyMOL [71]; ii) tunnels were identified and analysed in 50,000 snapshots of multiple MD sim-

ulations by the standalone CAVER 3.02 software. The parameters used for both steps are

shown in S14 Table. The tunnels found in MD simulations and in crystal structures were

ranked and numbered based on their throughput value [46].

Tunnels comparison

The tunnels identified during MD simulations and in crystal structures were compared based

on the occurrence of tunnel-lining residues. For crystal structures, the occurrence was defined

as the number of atoms of a particular amino acid that were identified as tunnel-forming

Fig 7. Research workflow.

https://doi.org/10.1371/journal.pcbi.1010119.g007
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atoms. For the sake of simplicity, no weighting scheme was used: Cα, backbone atoms, and

side-chain atoms were considered to be of the same importance. For MD simulations’ results,

tunnel occurrence was defined differently: as the number of MD snapshots in which particular

amino acid was detected for a particular tunnel cluster. Therefore, this number could vary

between 1 and the number of MD snapshots (50,000 in the performed analyses).

Despite the different definitions of occurrence used for crystal structures and for MD

results, interpretation can be conducted in exactly the same way for each. Therefore, the

above-defined occurrences can be directly used for fine-tuning the list of residues that form

tunnels, i.e. by applying certain threshold values. In this study, the threshold was a number in

the open range (0,1) and amino acids were retained only if the condition o> max(o) × τ was

satisfied, where o is the occurrence and τ is the threshold value.

For sets of tunnels detected in both the crystal structures and in the MD data, a distance

matrix was calculated using the Jaccard distance formula [72]:

dTATB
¼
jTA [ TBj � jTA \ TBj

jTA [ TBj

where TA and TB are A and B tunnels, respectively, and d is the Jaccard distance.

Elements of the matrix with lower distance values correspond to crystal structures/MD data

pairs of similar tunnels. Further improvements in distance calculation accuracy were achieved

by fine-tuning the tunnels’ amino acids with thresholds. For each of the compared pairs, two

independent thresholds were used, and τ values for both lists of tunnel-forming residues in the

crystal structure and MD simulations were scanned in the range of [0.05, 0.95] with a step of

0.05 (361 combinations in total). The combination of τ values which yielded the minimal dis-

tance was selected as the optimal one.

Obtaining protein sequences, and MSA

Each of the amino acid sequences of the selected sEHs (PDB IDs: 1S8O, 1CQZ, 2CJP, 4NZZ,

5URO, 5NFQ, and 5NG7) was used as a separate query for a BLAST [73] search of similar pro-

tein sequences. The obtained results were merged and duplicates were removed, providing

1484 unique sequences (including those primarily selected). The 12 outlying sequences were

detected and individually checked in the Uniprot database [74]. Nine sequences were trimmed

according to the hydrolase domain, and three were removed since there was no information

or similarity with other sequences. Next, in order to eliminate proteins other than EHs from

the set of sequences, the conserved motifs described by van Loo et al.[55] were used, and only

sequences with motifs H-G-X-P and G-X-Sm-X-S/T were preserved (where X is usually an

aromatic residue, and Sm is a small residue). As a result, 29 sequences were discarded during

the analysis. In the last step of MSA preparation, additional domains (e.g. phosphatase

domain) were removed. To detect sequences with an additional domain, a histogram of

sequence lengths was prepared, and long sequences (> 420 residues) were trimmed all at once

in a temporary MSA. In the end, a final MSA of 1455 epoxide hydrolase sequences was pre-

pared with Clustal Omega [75] using default parameters (S11 Fig).

BALCONY analysis

BALCONY (Better ALignment CONsensus analYsis) [41], an R package, was used to analyse

the MSA and map selected structural compartments/tunnels onto the correct positions in

aligned reference UniProt sequences. The Schneider metric [42] was calculated for each align-

ment position. Selected structures of M. musculus, H. sapiens, S. tuberosum, T. reesei, and B.

megaterium sEHs, as well as the two thermophilic enzymes collected in hot springs (respective
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PDB IDs: 1CQZ, 1S8O, 2CJP, 5URO, 4NZZ, 5NG7, and 5NFQ), were divided into compart-

ments/tunnels as shown in S1 and S5–S11 Tables. The compartment/tunnel residues were

then appropriately mapped with MSA, and Schneider entropy values were collected for each

position in the MSA.

Variability analysis

To assess the variability of a particular tunnel/compartment, their positions were compared

with selected positions of the MSA. The MSA was trimmed only to positions where at least

one residue was present of the seven structures (PDB IDs: 1CQZ, 1S8O, 2CJP, 5URO, 4NZZ,

5NG7, and 5NFQ) (S12 Fig). The MSA containing 1455 sequences was trimmed from 722 to

419 positions. This way, for each comparison, Schneider entropy values of a compartment/

tunnel positions were compared to the Schneider entropy values of selected positions of the

MSA in which were present: i) neither one of residues of the currently analysed compartment/

tunnel, and ii) at least one residue of the seven analysed structures. In order to determine

whether a compartment was to be classed as variable, a median distance was calculated, which

was defined as a difference between medians of Schneider entropy values of a selected com-

partment/tunnel and the selected positions in the MSA. If the median distance was > 0, then

the analysed compartment was considered variable. To compare the distributions of entropy

scores of analysed compartments/tunnels with the distribution of the selected positions of the

MSA, the Epps–Singleton two-sample test [43] was used. The advantage of this test is the com-

parison of the empirical characteristic functions (the Fourier transform of the observed distri-

bution function) instead of the observed distributions. The comparison analysis was

performed using the es.test() function from GitHub repository [76]. In an attempt to visualise

the variability of selected tunnels (Fig 5), the collected entropy values of selected tunnel-lining

residues without the surface residues and the selected MSA positions were sorted separately,

and cumulative distribution functions (CDF) were calculated. For each position in the selected

tunnel, a paired one from the selected position in the MSA was found, based on the minimal

CDF. Plots of CDF as a function of entropy score were prepared.
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tunnel-lining residues without the surface residues, number of surface tunnel-lining residues,
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ular tunnel-lining residues and the remaining positions of the trimmed MSA: median dis-

tances of tunnel-lining residues (7th column), median distances of the tunnel-lining residues

without the surface residues (8th column), and median distances of the surface tunnel-lining

residues (9th column). Differences between median distances values that are marked bold

passed the statistical significance of the Epps-Singleton two-sample test (p-value <0.05).
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sample test.
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S2 Fig. Correlation between maximal bottleneck radii measured in corresponding tunnels

identified in both the crystal structure and in the MD simulation for each protein struc-

ture.

(TIFF)

S3 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the M. musculus soluble epoxide hydrolase (msEH). Statistically significant pairwise dif-

ferences in the median distance values are marked by a star (�).

(TIFF)

S4 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the H. sapiens soluble epoxide hydrolase (hsEH). Statistically significant pairwise differ-

ences in the median distance values are marked by a star (�).

(TIFF)

S5 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the S. tuberosum soluble epoxide hydrolase (StEH1). Statistically significant pairwise dif-

ferences in the median distance values are marked by a star (�).

(TIFF)

S6 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the T. resei soluble epoxide hydrolase (TrEH). Statistically significant pairwise differences

in the median distance values are marked by a star (�). NA by the violin plots means that the

number of surface residues was insufficient to obtain the p-value of the Epps–Singleton two-

sample test. In the case of the Tside tunnel, no surface residues were identified.

(TIFF)

S7 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the B. megaterium soluble epoxide hydrolase (bmEH). Statistically significant pairwise

differences in the median distance values are marked by a star (�). NA by the violin plots

means that the number of surface residues was insufficient to obtain the p-value median dis-

tance of the Epps–Singleton two-sample test.

(TIFF)

S8 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the thermophilic enzyme collected in hot springs in Russia (Sibe-EH). Statistically sig-

nificant pairwise differences in the median distance values are marked by a star (�).

(TIFF)

PLOS COMPUTATIONAL BIOLOGY Evolution of tunnels in α/β-hydrolase fold proteins—What can we learn?

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010119 May 17, 2022 19 / 25

http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s016
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s017
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s018
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s019
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s020
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s021
http://journals.plos.org/ploscompbiol/article/asset?unique&id=info:doi/10.1371/journal.pcbi.1010119.s022
https://doi.org/10.1371/journal.pcbi.1010119


S9 Fig. The distribution of the entropy values and the median entropy values of all tunnel-

lining residues, tunnel-lining residues without the surface residues and the remaining

positions of the trimmed MSA, and surface tunnel-lining residues (the violin and box plot)

for the thermophilic enzyme collected in hot springs in China (CH65-EH). Statistically sig-

nificant pairwise differences in the median distance values are marked by a star (�).

(TIFF)

S10 Fig. The open and closed position of the F497 residue of hsEH. The protein is shown as

cartoon and surface, and the F497 residue is shown as sticks.

(TIFF)

S11 Fig. Representation of the created Multiple Sequence Alignment (MSA) of the epoxide

hydrolases sequences. The red brace marks the sequences of the soluble epoxide hydrolases

with known crystal structures. Gaps are marked in blue. MSA was pictured using the DECI-

PHER library for R (https://www.rdocumentation.org/packages/DECIPHER/versions/2.0.2).

(TIFF)

S12 Fig. Representation of the trimmed Multiple Sequence Alignment (MSA) of the epox-

ide hydrolases sequences. The red brace marks the sequences of the soluble epoxide hydro-

lases with known crystal structures. Gaps are marked in blue. MSA was pictured using the

DECIPHER library for R (https://www.rdocumentation.org/packages/DECIPHER/versions/2.

0.2).

(TIFF)
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Resources: Aleksandra Samol, Artur Góra.
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for MSA and functional compartments of protein variability analysis. BMC Bioinformatics [Internet].

2018 Dec 14; 19(1):300. Available from: https://bmcbioinformatics.biomedcentral.com/articles/10.1186/

s12859-018-2294-z PMID: 30107777

42. Sander C, Schneider R. Database of homology-derived protein structures and the structural meaning of

sequence alignment. Proteins Struct Funct Genet [Internet]. 1991 Jan; 9(1):56–68. Available from:

http://doi.wiley.com/10.1002/prot.340090107 PMID: 2017436

43. Epps TW, Singleton KJ. An omnibus test for the two-sample problem using the empirical characteristic

function. J Stat Comput Simul [Internet]. 1986 Dec; 26(3–4):177–203. Available from: http://www.

tandfonline.com/doi/abs/10.1080/00949658608810963

44. Klausen MS, Jespersen MC, Nielsen H, Jensen KK, Jurtz VI, Sønderby CK, et al. NetSurfP-2.0:

Improved prediction of protein structural features by integrated deep learning. Proteins Struct Funct

Bioinforma [Internet]. 2019 Jun 9; 87(6):520–7. Available from: https://onlinelibrary.wiley.com/doi/abs/

10.1002/prot.25674 PMID: 30785653

45. Ollis DL, Cheah E, Cygler M, Dijkstra B, Frolow F, Franken SM, et al. The α / β hydrolase fold. "Protein

Eng Des Sel [Internet]. 1992; 5(3):197–211. Available from: https://academic.oup.com/peds/article-

lookup/doi/10.1093/protein/5.3.197

46. Chovancova E, Pavelka A, Benes P, Strnad O, Brezovsky J, Kozlikova B, et al. CAVER 3.0: A Tool for

the Analysis of Transport Pathways in Dynamic Protein Structures. Prlic A, editor. PLoS Comput Biol

[Internet]. 2012 Oct 18; 8(10):e1002708. Available from: https://dx.plos.org/10.1371/journal.pcbi.

1002708 PMID: 23093919

47. Mitusińska K, Wojsa P, Bzówka M, Raczyńska A, Bagrowska W, Samol A, et al. Structure-function rela-

tionship between soluble epoxide hydrolases structure and their tunnel network. Comput Struct Biotech-

nol J [Internet]. 2022; 20:193–205. Available from: https://linkinghub.elsevier.com/retrieve/pii/

S2001037021005225 https://doi.org/10.1016/j.csbj.2021.10.042 PMID: 35024092

48. Bzówka M, Mitusińska K, Hopko K, Góra A. Computational insights into the known inhibitors of human

soluble epoxide hydrolase. Drug Discov Today [Internet]. 2021 Aug; 26(8):1914–21. Available from:

https://linkinghub.elsevier.com/retrieve/pii/S135964462100252X https://doi.org/10.1016/j.drudis.2021.

05.017 PMID: 34082135

49. Mitusińska K, Magdziarz T, Bzówka M, Stańczak A, Gora A. Exploring Solanum tuberosum Epoxide

Hydrolase Internal Architecture by Water Molecules Tracking. Biomolecules [Internet]. 2018 Nov 12; 8

(4):143. Available from: http://www.mdpi.com/2218-273X/8/4/143 https://doi.org/10.3390/biom8040143

PMID: 30424576

50. Kong XD, Yuan S, Li L, Chen S, Xu JH, Zhou J. Engineering of an epoxide hydrolase for efficient biore-

solution of bulky pharmaco substrates. Proc Natl Acad Sci [Internet]. 2014 Nov 4; 111(44):15717–22.

Available from: http://www.pnas.org/cgi/doi/10.1073/pnas.1404915111 PMID: 25331869

51. Caetano-Anollés G, Wang M, Caetano-Anollés D, Mittenthal JE. The origin, evolution and structure of

the protein world. Biochem J [Internet]. 2009 Feb 1; 417(3):621–37. Available from: https://

portlandpress.com/biochemj/article/417/3/621/44492/The-origin-evolution-and-structure-of-the-protein

https://doi.org/10.1042/BJ20082063 PMID: 19133840

52. Minary P, Levitt M. Probing Protein Fold Space with a Simplified Model. J Mol Biol [Internet]. 2008 Jan;

375(4):920–33. Available from: https://linkinghub.elsevier.com/retrieve/pii/S0022283607014581

https://doi.org/10.1016/j.jmb.2007.10.087 PMID: 18054792

53. Suplatov DA, Besenmatter W, Svedas VK, Svendsen A. Bioinformatic analysis of alpha/beta-hydrolase

fold enzymes reveals subfamily-specific positions responsible for discrimination of amidase and lipase

activities. Protein Eng Des Sel [Internet]. 2012 Nov 1; 25(11):689–97. Available from: https://academic.

oup.com/peds/article-lookup/doi/10.1093/protein/gzs068 PMID: 23043134

54. Heikinheimo P, Goldman A, Jeffries C, Ollis DL. Of barn owls and bankers: a lush variety of α/β hydro-

lases. Structure [Internet]. 1999 Jun; 7(6):R141–6. Available from: https://linkinghub.elsevier.com/

retrieve/pii/S0969212699800793 https://doi.org/10.1016/s0969-2126(99)80079-3 PMID: 10404588

55. van Loo B, Kingma J, Arand M, Wubbolts MG, Janssen DB. Diversity and Biocatalytic Potential of Epox-

ide Hydrolases Identified by Genome Analysis. Appl Environ Microbiol [Internet]. 2006 Apr 1; 72

(4):2905–17. Available from: http://aem.asm.org/cgi/doi/10.1128/AEM.72.4.2905-2917.2006 PMID:

16597997

56. Dimitriou PS, Denesyuk A, Takahashi S, Yamashita S, Johnson MS, Nakayama T, et al. Alpha/beta-

hydrolases: A unique structural motif coordinates catalytic acid residue in 40 protein fold families. Pro-

teins Struct Funct Bioinforma [Internet]. 2017 Oct; 85(10):1845–55. Available from: http://doi.wiley.com/

10.1002/prot.25338 PMID: 28643343

57. Lindberg D, Ahmad S, Widersten M. Mutations in salt-bridging residues at the interface of the core and

lid domains of epoxide hydrolase StEH1 affect regioselectivity, protein stability and hysteresis. Arch

PLOS COMPUTATIONAL BIOLOGY Evolution of tunnels in α/β-hydrolase fold proteins—What can we learn?

PLOS Computational Biology | https://doi.org/10.1371/journal.pcbi.1010119 May 17, 2022 23 / 25

https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-018-2294-z
https://bmcbioinformatics.biomedcentral.com/articles/10.1186/s12859-018-2294-z
http://www.ncbi.nlm.nih.gov/pubmed/30107777
http://doi.wiley.com/10.1002/prot.340090107
http://www.ncbi.nlm.nih.gov/pubmed/2017436
http://www.tandfonline.com/doi/abs/10.1080/00949658608810963
http://www.tandfonline.com/doi/abs/10.1080/00949658608810963
https://onlinelibrary.wiley.com/doi/abs/10.1002/prot.25674
https://onlinelibrary.wiley.com/doi/abs/10.1002/prot.25674
http://www.ncbi.nlm.nih.gov/pubmed/30785653
https://academic.oup.com/peds/article-lookup/doi/10.1093/protein/5.3.197
https://academic.oup.com/peds/article-lookup/doi/10.1093/protein/5.3.197
https://dx.plos.org/10.1371/journal.pcbi.1002708
https://dx.plos.org/10.1371/journal.pcbi.1002708
http://www.ncbi.nlm.nih.gov/pubmed/23093919
https://linkinghub.elsevier.com/retrieve/pii/S2001037021005225
https://linkinghub.elsevier.com/retrieve/pii/S2001037021005225
https://doi.org/10.1016/j.csbj.2021.10.042
http://www.ncbi.nlm.nih.gov/pubmed/35024092
https://linkinghub.elsevier.com/retrieve/pii/S135964462100252X
https://doi.org/10.1016/j.drudis.2021.05.017
https://doi.org/10.1016/j.drudis.2021.05.017
http://www.ncbi.nlm.nih.gov/pubmed/34082135
http://www.mdpi.com/2218-273X/8/4/143
https://doi.org/10.3390/biom8040143
http://www.ncbi.nlm.nih.gov/pubmed/30424576
http://www.pnas.org/cgi/doi/10.1073/pnas.1404915111
http://www.ncbi.nlm.nih.gov/pubmed/25331869
https://portlandpress.com/biochemj/article/417/3/621/44492/The-origin-evolution-and-structure-of-the-protein
https://portlandpress.com/biochemj/article/417/3/621/44492/The-origin-evolution-and-structure-of-the-protein
https://doi.org/10.1042/BJ20082063
http://www.ncbi.nlm.nih.gov/pubmed/19133840
https://linkinghub.elsevier.com/retrieve/pii/S0022283607014581
https://doi.org/10.1016/j.jmb.2007.10.087
http://www.ncbi.nlm.nih.gov/pubmed/18054792
https://academic.oup.com/peds/article-lookup/doi/10.1093/protein/gzs068
https://academic.oup.com/peds/article-lookup/doi/10.1093/protein/gzs068
http://www.ncbi.nlm.nih.gov/pubmed/23043134
https://linkinghub.elsevier.com/retrieve/pii/S0969212699800793
https://linkinghub.elsevier.com/retrieve/pii/S0969212699800793
https://doi.org/10.1016/s0969-2126%2899%2980079-3
http://www.ncbi.nlm.nih.gov/pubmed/10404588
http://aem.asm.org/cgi/doi/10.1128/AEM.72.4.2905-2917.2006
http://www.ncbi.nlm.nih.gov/pubmed/16597997
http://doi.wiley.com/10.1002/prot.25338
http://doi.wiley.com/10.1002/prot.25338
http://www.ncbi.nlm.nih.gov/pubmed/28643343
https://doi.org/10.1371/journal.pcbi.1010119


Biochem Biophys [Internet]. 2010 Mar; 495(2):165–73. Available from: https://linkinghub.elsevier.com/

retrieve/pii/S0003986110000202 https://doi.org/10.1016/j.abb.2010.01.007 PMID: 20079707

58. Jeon J, Nam HJ, Choi YS, Yang JS, Hwang J, Kim S. Molecular Evolution of Protein Conformational

Changes Revealed by a Network of Evolutionarily Coupled Residues. Mol Biol Evol [Internet]. 2011

Sep; 28(9):2675–85. Available from: https://academic.oup.com/mbe/article-lookup/doi/10.1093/

molbev/msr094 PMID: 21470969

59. Schiøtt B, Bruice TC. Reaction Mechanism of Soluble Epoxide Hydrolase: Insights from Molecular

Dynamics Simulations §. J Am Chem Soc [Internet]. 2002 Dec; 124(49):14558–70. Available from:

https://pubs.acs.org/doi/10.1021/ja021021r PMID: 12465965

60. Bahl CD, Morisseau C, Bomberger JM, Stanton BA, Hammock BD, O’Toole GA, et al. Crystal Structure

of the Cystic Fibrosis Transmembrane Conductance Regulator Inhibitory Factor Cif Reveals Novel

Active-Site Features of an Epoxide Hydrolase Virulence Factor. J Bacteriol [Internet]. 2010 Apr 1; 192

(7):1785–95. Available from: https://jb.asm.org/content/192/7/1785 https://doi.org/10.1128/JB.01348-

09 PMID: 20118260

61. Lindberg D, de la Fuente Revenga M, Widersten M. Temperature and pH Dependence of Enzyme-Cat-

alyzed Hydrolysis of trans -Methylstyrene Oxide. A Unifying Kinetic Model for Observed Hysteresis,

Cooperativity, and Regioselectivity. Biochemistry [Internet]. 2010 Mar 16; 49(10):2297–304. Available

from: https://pubs.acs.org/doi/10.1021/bi902157b PMID: 20146441

62. Hvorecny KL, Bahl CD, Kitamura S, Lee KSS, Hammock BD, Morisseau C, et al. Active-Site Flexibility

and Substrate Specificity in a Bacterial Virulence Factor: Crystallographic Snapshots of an Epoxide

Hydrolase. Structure [Internet]. 2017 May; 25(5):697–707.e4. Available from: https://linkinghub.

elsevier.com/retrieve/pii/S096921261730062X https://doi.org/10.1016/j.str.2017.03.002 PMID:

28392259

63. Mowbray SL, Elfström LT, Ahlgren KM, Andersson CE, Widersten M. X-ray structure of potato epoxide

hydrolase sheds light on substrate specificity in plant enzymes. Protein Sci [Internet]. 2006 Jul; 15

(7):1628–37. Available from: http://doi.wiley.com/10.1110/ps.051792106 PMID: 16751602

64. Hasan K, Gora A, Brezovsky J, Chaloupkova R, Moskalikova H, Fortova A, et al. The effect of a unique

halide-stabilizing residue on the catalytic properties of haloalkane dehalogenase DatA from Agrobacter-

ium tumefaciens C58. FEBS J [Internet]. 2013 Jul; 280(13):3149–59. Available from: http://doi.wiley.

com/10.1111/febs.12238 PMID: 23490078

65. Swint-Kruse L. Using Evolution to Guide Protein Engineering: The Devil IS in the Details. Biophys J

[Internet]. 2016 Jul; 111(1):10–8. Available from: https://linkinghub.elsevier.com/retrieve/pii/

S0006349516303551 https://doi.org/10.1016/j.bpj.2016.05.030 PMID: 27410729
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ABSTRACT: Toll-like receptors (TLRs) are transmembrane proteins that
recognize various molecular patterns and activate signaling that triggers the
immune response. In this review, our goal is to summarize how, in recent years,
various computational solutions have contributed to a better understanding of
TLRs, regarding both their function and mechanism of action. We update the
recent information about small-molecule modulators and expanded the topic
toward next-generation vaccine design, as well as studies of the dynamic nature of
TLRs. Also, we underline problems that remain unsolved.

KEYWORDS: immune response, pattern recognition receptors, small-molecule modulators, Toll-like receptors, vaccine design,
protein−ligand interactions, protein−protein interactions signaling

■ INTRODUCTION
Toll-like receptors (TLRs) represent one of the families of
pattern recognition receptors (PRRs) and are an important
part of the innate immune system.1,2 They are able to
recognize various molecular patterns (MPs) in the host
organism: damage/danger-, microbial/microbe-, pathogen- or
xenobiotic-associated (DAMPs, MAMPs, PAMPs, or XAMPs,
respectively).3−5 Recognition of those MPs activates down-
stream signaling cascades that lead to the induction of the
innate immune system.6−8 In humans, TLRs comprise ten
functional members (TLR1−10) that share similar domain
organization: an N-terminal domain containing the leucine-
rich repeats (LRRs), a single transmembrane helix (TM), and
a C-terminal cytoplasmic Toll-interleukin-1 receptor (TIR)
domain (Figure 1A). TLR7−9 possess an additional long-
inserted loop region (so-called Z-loop) in their LRR domain
(Figure 1B) that needs to be cleaved proteolytically. The LRR
domain is responsible for ligand recognition, while the TIR
domain interacts with adaptor proteins and is responsible for
initiating signal transduction. A characteristic feature of the
TIR domain in all TLRs is the conserved and functionally
important BB-loop (Figure 1C). TLRs are expressed either on
the cell surface (TLR1, 2, 4, 5, 6, 10; occasionally TLR7) or in
the various intracellular compartments (TLR3, 7, 8, 9;
occasionally TLR4). The location of TLRs determines the
spectrum of ligands they are able to recognize. For instance,
TLRs expressed on the cell surface primarily recognize
microbial membranes and/or components of the cell wall,
while intracellular TLRs principally recognize nucleic

acids.9−11 The full list of the recognized ligands is much larger
and has been discussed in several papers.11−14 The binding of
ligands to a TLR either induces the formation of a receptor
dimer or changes the conformation of a preexisting dimer
(Figure 1D), which subsequently allows adaptor proteins to
bind and trigger an immune response.15 TLRs can recruit
various adaptor proteins; however, myeloid differentiation
primary-response protein 88 (MyD88) and TIR domain-
containing adaptor protein inducing interferon-β (TRIF) are
the most important ones. Two distinct signaling pathways used
by TLRs start from them�MyD88-dependent and TRIF-
dependent pathways. In general, the MyD88-dependent
pathway is utilized by all TLRs, except TLR3, and leads to
the production of various proinflammatory cytokines. The
TRIF-dependent pathway is utilized by TLR3 and 4 and is
associated with the stimulation of type-I interferon16−19

(Figure 1E).
Toll-like receptors are a potential therapeutic target in

various diseases and conditions. Thus, searching for and
designing compounds that can act as agonists or antagonists is
the objective of many studies. The distinction between
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agonists and antagonists for TLRs is crucial since they are used
to treat different conditions. For instance, TLR agonists have
been developed to treat allergies, asthma, different types of
cancer, and chronic infections by upregulating the innate
immune system. Moreover, since TLRs induce the response of
the body’s defenses, they are also promising targets for
designing vaccines. On the other hand, TLR antagonists have
been used to treat many inflammatory conditions such as
acute/chronic inflammation, sepsis, chronic obstructive
pulmonary diseases, cardiovascular diseases, neuropathic and
chronic pain, and various autoimmune diseases.20−23

In recent years, multiple studies have been published, in
which TLRs were the main object of research. Particular
studies were focused on the following aspects regarding Toll-
like receptors: their structure, ligand recognition, signal
transduction, and modulator design. Some of these works
were done with the use of in silico methods. Due to the
increase in the use of computational techniques, it was our goal
to summarize how various in silico solutions have contributed
to a better understanding of TLRs. More than five years have
passed since the last published reviews on this topic,24−26 and
we decided to gather the latest relevant results in this paper.
We summarized the research conducted so far, while also
emphasizing in which areas we still lack knowledge or

solutions. In this work, we focused exclusively on research
on human Toll-like receptors (hTLRs).

■ AVAILABLE STRUCTURES OF TLRS
The first solved structures of hTLRs�TIR domains of TLR1
and TLR2�have been available since 2000,27 while the LRR
domain of TLR3 has been available since 2005.28,29 In the case
of the TM helix, the first structures were elucidated in 2014 as
the result of an NMR experiment.30 The vast majority of
available structures have been deposited in the Protein Data
Bank (PDB)31 in the past decade (Supplementary Table S1).
However, almost all are single domains of TLRs. Obtaining
full-length structures of TLRs remains a challenge. So far, only
the LRR and TM domains of TLR3 and TLR7 have been
determined together as a result of the Cryo-EM experiment.32

Furthermore, there is a large disproportion in the number of
structures between the individual members of the TLRs family.
The biggest number of structures has been deposited for the
LRR domain of TLR8. In contrast, other TLRs have very few
(or none) representative structures of their particular domains.
Investigation of the available structures revealed that a part of
them miss a number of residues, which worsens their overall
quality. Moreover, some deposited LRR domains of TLR1,
TLR2, and TLR4 are hybrids of human TLR with hagfish

Figure 1. Structural organization and potential Toll-like receptors (TLRs) mechanism of action. (A) The general structure of the TLRs’ monomers.
(B) Differences in the TLRs’ LRR domains between the cell membrane and intracellular membrane TLRs. (C) Various orientations (symmetric
and asymmetric) of the TIR domain subunits in the TLRs’ TIR dimer. (D) Potential mechanisms of the TLRs activation. The upper panel shows
the mechanisms of the cell membrane TLRs activation, while the lower panel presents the mechanisms of the intracellular membrane TLRs
containing a Z-loop. (L) indicates the ligand, while the scissors symbol indicates the proteolytic cleavage of the Z-loop. (E) Binding of the adaptor
proteins, MyD88 and TRIF, to the respective TLRs’ TIR dimer.
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variable lymphocyte receptor B. Those factors make not only
the structural analysis but also studies on ligand binding,
receptor activation, signal transduction, and modulator design
not trivial. An interesting combination of computational and
experimental approaches was applied for the identification and
understanding of the Zn binding to the TIR domain.33 Lushpa
et al. proposed a hypothesis in which Zn2+ ions can bind to the
TLR1 TIR domain BB-loop and stabilize the conformation of
the domain, which interact with TLR2 TIR domain or adaptor
proteins. With the use of the NMR experiment, the authors
confirmed that the computationally obtained two modes
correspond to distinct conformations of the BB-loop and
that Zn binding may affect the dynamics and conformational
landscape of the BB-loop in the TIR domain. Another example
of the use of solution NMR combined with computational
simulations has been recently published.34 Kornilov et al.
contributed to resolving one of the major “blank spots” in the
structure of TLRs, which was the conformation of their
transmembrane domains and cytoplasmic juxtamembrane
(JM) regions. The authors identified a new structural element,
the cytoplasmic hydrophobic JM α-helix, which plays an
important role in TLR activation and connects the trans-
membrane and cytoplasmic parts of the receptor. As they
pointed out, the role of the JM region is more complicated
than that of a TM-TIR linker and should not be under-
estimated in further studies.

Recently, we have entered an era where we have gained
relatively straightforward access to the prediction of structures.
Models of full-length TLRs structures in their monomeric form
can be found in the repository of the AlphaFold Protein
Structure Database.35,36 Still, one needs to remember that in

the case of the predicted structures, they need to be carefully
assessed in terms of their quality and usability.

■ COMPUTATIONAL STUDIES ON TLRS
Review articles on computational methods applied in the Toll-
like receptors research published before 2017 cover mostly the
topics related to designing small-molecule modulators of
TLRs.24−26 For instance, Murgueitio et al.24 described three
main application areas of computational methods to the
discovery of TLR modulators: (i) exploration of the structure
and function of the receptor, (ii) analysis of receptor−ligand
interactions, and (iii) rational design of novel TLR agonists
and antagonists by virtual screening (VS). In another work,
Peŕez-Regidor et al.25 focused almost exclusively on the search
for novel chemical modulators for TLRs employing VS
techniques. Not only did the authors provide information
about the available results for five members of the TLRs
family�TLR2, 3, 4, 7, and 8�but also they described the
available information about the databases, protocols, and
techniques used in virtual screening. In their review, Billod et
al.26 focused on TLR4 exclusively and summarized the
following aspects: a perspective of the TLR4/MD2/ligand
recognition and dimerization, mutant studies, binding mode
modulators analysis, and VS strategies for various types of
modulators. In 2020 Wang et al. published an article aimed at
the progress in developing TLR signaling pathway modu-
lators.37 They mainly focused on the results provided by Yin
and Wang laboratories and discussed the identification and
characterization of new chemical entities, their modes of
action, and further applications. For works that used
computational methods, they provided such information in
the paper. Based on the results summarized in those reviews, it

Figure 2. A general protocol for small-molecule modulators design targeting the LRR domain of TLRs. The subunits of the LRR domain are
colored gray, indicating both TLRs located in the cell membrane and TLRs located in the intracellular compartments. (L) indicates the location of
the ligand binding site, while (M) points out the designed modulator and (C) the selected candidate(s).
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is clear that almost all the studies focused on finding small-
molecule modulators for the LRR domain of the TLRs. As
rightly noted by Wang et al.,37 TM domains are usually
considered “undruggable” and TIR domains among TLRs are
highly conserved, which is why most modulators are designed
to target the LRR domain of TLRs.

Below, we summarized substantial studies that have been
published in recent years in which computational methods
have been employed. First, we gathered the recent works that
focused primarily on designing modulators for TLRs. In
particular, we focused on two types of modulators: small-
molecule and vaccine components. While small-molecule
compounds have been extensively studied, vaccine compo-
nents have not been reviewed in detail. Second, we reviewed
studies principally focused on the investigation of the dynamic
nature of TLRs, which is crucial for understanding their
function and mechanism of action.

■ MODULATORS OF TLRS
The search for new chemical entities as potential TLRs
modulators is an ongoing process, especially because relatively
few compounds with therapeutic potential have been tested in
clinical trials. Additionally, the use of a strategy involving the
TLRs as a driving force for the design of next-generation
vaccines has become increasingly popular recently. Since
different types of modulators (small-molecule or part of the
vaccines, e.g., epitopes) require various methods and
techniques for their identification, we reviewed both classes
separately.

Novel Potential Small-Molecule Agents. The general
protocol used for the search for novel small-molecule TLRs
modulators has remained the same in most of the studies
conducted so far. It consists of the following steps: (i)
preparation of the target structure, (ii) preparation of small
molecules from available libraries, (iii) structure-, ligand, and/
or pharmacophore-based virtual screening combined with
molecular docking, (iv) selection of best candidates, (v)
experimental testing, and (vi) identification of potential drug
candidates. Before the selection of the best candidates, more
advanced computational methods are sometimes used, e.g.,
molecular dynamics (MD) simulations, MM-PBSA, MM-
GBSA binding free energy analysis, combined with receptor−
ligand interaction network analysis (Figure 2). By applying
those advanced methods it is possible to gain better insight
into the molecular basis of ligand recognition. Usually, all-atom
MD simulations of the receptor−ligand complex are
performed.

For VS, scientists have various commercial, public, or in-
house databases at their disposal. Many groups have
concentrated on modifying the previously identified small-
molecule compounds or mimicking the native ligands within
known binding sites. Nevertheless, there are also examples
revealing novel chemical classes of potential modulators.
Studies conducted so far are still mainly focused on targeting
the LRR domain of TLRs. There has been no noticeable
progress in the design of modulators for the TIR domain.

Many recent studies have been carried out on TLR2. For
instance, Murgueitio et al.38 performed a shape- and feature-
based similarity VS (with the use of ROCS software) to screen
some commercially available databases (LifeChemicals, May-
bridge, Chembridge, Enamine HTS Collection, Asinex, and
Specs). For the similarity search, they used the previously
discovered TLR modulators from Guan et al.39 and Liang et

al.40 The authors tested selected hits, and four (AG1-AG4)
were found to synergistically increase the nuclear factor kappa-
light-chain-enhancer of activated B cells (NF-κB) activation
induced by the known lipopeptide ligand Pam3CSK4. Further
studies indicated that the tested compounds could act as ago-
allosteric modulators of TLR2. To investigate the binding
modes of the identified compounds, the authors run docking
calculations (GOLD Suite), using the crystal structure of the
human TLR2/1 heterodimer in complex with Pam3CSK4
(PDB ID: 2Z7X). They inspected the docking poses in
LigandScout and identified a putative binding site in the
vicinity of the Pam3CSK4 binding site which is formed during
the heterodimerization process. Information about the
characterized interacting residues can be found in Supple-
mentary Table S2. For other compounds described in the
following parts of this section, details on the identified
interacting amino acids (if available in the cited publications)
are also provided in Supplementary Table S2.

Durai et al.41 used receptor−ligand- and ligand-based VS to
prepare the pharmacophore models and to screen in-house
libraries comprising nearly seven million compounds. They
focused on the nonpeptide TLR2 antagonists, distinct from
several known inhibitors with fatty acid chains. For the
receptor−ligand-based model, the authors prepared the
protein−lipopeptide complex (PDB ID: 2Z7X),42 while for
the ligand-based model, they selected compounds from Guan
et al.39 They used the Receptor−ligand Pharmacophore
Generation and Common Feature Pharmacophoric Generation
protocols (Discovery Studio Visualizer Software, 4.0),
respectively. The next steps involved screening the compounds
that mapped to the pharmacophore features and filtering them
using Lipinski and Veber rules, as well as ADMET properties.
The authors evaluated the best hits for their ability to bind
directly to the lipopeptide binding site of the human
recombinant TLR2. For that, they performed a two-step
molecular docking (CDOCKER and AutoDock Vina) and
tested the selected protein−ligand docking complexes by MD
simulations combined with MM-PBSA binding free energy
calculations (GROMACS with CHARMM27 force fields and
SPC216 water model). The authors selected promising TLR2/
1 antagonists using surface plasmon resonance experiments
and tested their ability to inhibit the synthesis and secretion of
IL-8 in human embryonic kidney cells overexpressing TLR2.
Two molecules�C11 and C13�displayed both direct
binding to TLR2 extracellular domain and reduced
Pam3CSK4-induced IL-8 production. Those antagonists
showed no toxic effect in cell viability assays and seemed to
have good pharmacological properties. The results supported
the possibility that C11 and C13 can disrupt TLR2/1
heterodimerization.

Chen et al.43 performed a structure-based VS (Glide) of the
ZINC database. Based on the scoring results, including shape,
chemical-feature, and drug-like properties, they identified
potential agonists targeting the TLR2 heterodimer and
modulating the TLR2/1 response. For the most promising
candidates, which shared a motif of an amine conjugated with
an acid substituent, they tested their activity in vitro. The
results revealed that two compounds showed a high TLR2
activation effect and that one compound�ZINC6662436
(SMU127)�stimulated the NF-κB and promoted tumor
necrosis factor-α in human macrophage and mononuclear
cells. Also, the in vivo results showed signs of inhibition of
breast cancer tumor growth in BABL/c mice. In a later study,
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Chen et al.44 improved the potency of the SMU127 by
modifying the ring system, while keeping all other structural
features. One of the modified compounds�SMU-C13
possessed the highest TLR2 activity. This compound was
docked into the 2Z7X structure (Glide) and evaluated
regarding its putative binding. The in silico simulation indicated
a tight fit into the known binding site of Pam3CSK4 and
TLR2/1. Based on the structure−activity relationship (SAR)
results, the authors concluded that the introduced piperidine
ring contributed to the increased activity against TLR2.

Grabowski et al.45 performed both ligand- and structure-
based VS using commercial databases of nearly six million
compounds (Asinex, LifeChemicals, Mybridge, Chembridge,
Enamine, Otava, Specs, Vitas-M, KeyOrganics, and ChemDiv).
The authors selected two well-characterized chemotypes of
small-molecule modulators to build their models�(i) m1
proposed in previous work by Murgueitio et al.46 and (ii) CU-
CPT22 and the other benzotropolones discovered by Yin et
al.47 For that, they applied a standard protocol for
pharmacophore-based screening (LigandScout). For all model-
ing studies, the authors used a TLR2 monomer from the
TLR1-TLR2 heterodimer (PDB ID: 2Z7X). Screening of
compounds was followed by their filtering using shape- and
feature-based properties. Then, the authors carried out docking
(GOLD), rescoring, and visual inspection analyses and
selected the best hits for biological testing to confirm their
ability to inhibit TLR2-mediated responses. Selected com-
pounds were tested in HEK293-hTLR2 cells, THP-1 macro-
phages, and peripheral blood mononuclear cells. The most
active compound, a pyrogallol derivative named MMG-11
inhibited both TLR2/1 and TLR2/6 signaling. It also showed
a higher potency than the previously discovered CU-CPT22.
Additionally, in a subsequent paper,48 Grabowski et al.
confirmed that another potent compound (named compound
8) showed a TLR2 inhibition and additionally reduced TLR7/
8 responses. Encouraged by these results, they applied a
computationally guided synthesis approach to get an analogue
of that compound which showed dual inhibition of TLR2 and
8. For docking studies (GOLD), the authors used the crystal
structures with cocrystallized lgands; 5WYZ for TLR8 and
2ZJX for TLR2/1. The authors selected the putative binding
modes based on pharmacophore fit rescoring using previously
reported TLR2 antagonist MMG-11 and CUCPT9b for TLR8.
The results showed that the selected compound 24 is able to
simultaneously and selectively target both surface- and
endosomal-located TLRs. This compound showed also high
efficacy with low cytotoxicity and a noncompetitive antagonist
behavior. Also, in another work, Bermudez et al.49 explored the
chemical space around the pyrogallol-containing antagonists to
improve synthetic accessibility and chemical stability.

Boger’s lab proposed a new and potent class of TLRs
agonists�diprovocims.50 They obtained results from a
compound library designed to promote cell surface receptor
dimerization. The discovered class of compounds had no
structural similarity to any known natural and synthetic TLR
agonist, and selected members were confirmed to be active in
both human and murine systems. Comprehensive SAR studies
improved the potency 800-fold over the screening leads,
providing diprovocim-1 and diprovocim-2. The compound 3
of the diprovocim-1 scaffold, later referred as Diprovocim,
showed full agonist activity at very low concentrations in
human THP-1 cells, being more potent than any other known
small-molecule TLR agonist. Later, the basis of TLR2/TLR1

activation by Diprovocim was studied by Su et al.51 They
combined analysis of the structures of Diprovocim-bound
TLR2 homodimer and TLR2/TLR1 in a complex with
Pam3CSK4 with docking, MD simulations (AMBER with
ff14SB and GAFF force fields and TIP3P water model), MM-
PBSA, MM-GBSA binding free energy and mutagenesis
analyses. In silico results indicated that binding two
Diprovocim molecules to the TLR2/TLR1 heterodimer was
slightly less energetically efficient than binding a single
molecule. Further analyses revealed that the new modulator
interacts with TLR2/TLR1 at the same binding pocket as
Pam3CSK4. However, the observed conformations around the
ligand binding sites were different. The Diprovocim-bound
TLR2 homodimer showed a larger distance between the C-
termini of the TLR2 LRR domain than the Pam3CSK4-bound
TLR2/TLR1 heterodimer, suggesting that the TLR2 homo-
dimer may not be able to activate downstream signaling. The
authors noticed the widespread hydrophobic interactions and a
hydrogen-bonding network between the receptor and
Diprovocim molecules within the ligand binding pocket,
while in the Pam3CSK4-bound receptor complex, such a
network was absent. These differences could explain the
greater potency of Diprovocim in activating TLR2/TLR1-
mediated signaling. The mutagenesis analysis was focused on
the identification of which amino acid on TLR1 and TLR2 are
important for the binding of Diprovocim and Pam3CSK4, and
all details can be found in the paper of Su et al.51

For the TLR4 receptor associated with myeloid differ-
entiation factor 2 (MD2), Mishra and Pathak52 aimed at the
identification of small-molecule protein−protein inhibitors
based on a pharmacophore mapping-based approach. For
that, they used information about the generated hot-spot
residues (DrugScorePPI, KFC2, HotPoint, HotRegion) and
their corresponding pharmacophoric features (PocketQuery
and ZINCpharmer) on the protein−protein interaction
interfaces in the TLR4/MD2 homodimer complex (PDB ID:
3FXI). The authors ran VS with molecular docking (FlexX)
and performed extensive post-VS filtration based on ADMET
properties, oral bioavailability, and possible side effects�off-
targeting and environmental hazard. From selected hits, two
(C11 and C15) with the predicted best inhibitory concen-
tration were confirmed to form a stable complex with the
target protein during MD simulation analysis (NAMD with
CHARMM force field and TIP3P water model). In other
studies, Facchini et al.53 and Cochet et al.54 focused on
designing the monosaccharide mimetics of lipid A, which is a
known agonist. The authors successfully designed mimetics
through docking with MD2 (AutoDock Vina and AutoDock)
and confirmed the stability of the modulators by performing
MD simulations (AMBER). The compounds were predicted to
bind inside the MD2 hydrophobic pocket with favorable
predicted binding scores. Subsequently, compounds were
synthesized and tested to confirm their ability to bind to
MD2 and inhibit LPS-stimulated TLR4 activation.

In general, many known TLR4 modulators are LPS
mimetics; however, alternative strategies for finding non-LPS-
like modulators have also been applied. A lot of studies focused
on the use of opioids and their derivatives. For instance,
morphine, cocaine, and methamphetamine (METH) were
found to interact with TLR4 to initiate neuroimmune
signaling.55−57 In their work, Wang et al. performed docking
(AutoDock Vina) of METH to the TLR4 receptor (PDB ID:
3VQ2) to investigate how the compound interacts with TLR4/
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MD2. METH was docked into the dimerization interface of
the TLR4/MD-2 complex, and further MD simulation
(NAMD, AMBER force field) suggested that the binding of
the compound stabilizes the TLR4/MD-2 tetrameric form,
which could shift the equilibrium and potentially activate
TLR4 signaling as a nonclassic agonist. In another work, Wang
et al.58 revealed the molecular mechanism of (+)-naltrexone
and (+)-naloxone underlying the effects of opioid isomers on
TLR4 signaling as the first biased inhibitors of TLR4, which
inhibit only the TRIF-dependent signaling with no effects on
the MyD88 signaling. These results became the basis for the
design of more promising TLR4 antagonists based on known
opioids. For instance, Selfridge et al.59 designed and
synthesized compounds based on (+)-naltrexone and (+)-nor-
oxymorphone. In another study, Zhang et al.60 used the
previously established protocols to investigate in detail the
molecular interactions between (+)-naltrexone, its derivatives,
and MD2 of TLR4. Results showed that hydrophobic residues
in the MD2 cavity interacted directly with the (+)-naltrexone-
based TLR4 antagonists and were essential for ligand binding.
Increasing hydrophobicity of the substituted group improved
TLR4 antagonistic activity, while charged groups disfavored
binding with MD2. MD simulations (NAMD with AMBER03
and GAFF force fields and TIP3P water model) demonstrated
that (+)-naltrexone or its derivatives bound to MD2, stabilized
its conformation, and blocked TLR4 signaling. The idea of
improving naltrexone-based compounds was also developed in
later works. An example is the work of Zhang et al.,61 who
designed bivalent ligands by connecting two naltrexone units
through a rigid pyrrole spacer. In a very recent study, Peŕez-
Regidor et al.62 focused on finding non-LPS-like modulators
among the approved drugs and drug-like molecules from
commercial, public, and in-house libraries of compounds.
Based on the structure-, ligand-based VS and docking (FLAP,
GLIDE, AutoDock and AutoDock Vina) combined with
biological results, the authors presented a common scaffold
consisting of two hydrophobic moieties separated by a polar
linker. They showed that one large hydrophobic moiety
occupies the hydrophobic MD2 cavity, while the second
moiety is associated with the same hydrophobic region as one
of the lipid A alkyl chains, and the polar linker occupies the
entrance to the pocket. Another approach was proposed by
Gao et al.63 They focused on the computational design of
macrocyclic peptides (Rosetta Peptiderive), based on the
fragment of MD2 mediating the association of the TLR4/MD-
2 complex. The authors synthesized proposed constructs and
experimentally evaluated their ability to activate the TLR4
signaling. Application of such approach could potentially
overcome the existing problem of targeting protein−protein
interaction interfaces which are usually flat and may not be
suitable for binding of organic compounds.

An interesting study was performed by Borges et al.64 The
authors investigated the effect of the natural limonoid gedunin
on different TLRs (2, 3, and 4) activation. They performed in
vitro, in vivo, and in silico studies. The experimental results
confirmed that gedunin is able to impair inflammasome
activation, and cytokine production and induce anti-inflam-
matory factors in macrophages. The docking studies
(AutoDock Vina) revealed that the investigated compound
can efficiently bind to the TLR2, TLR3, MD2 protein of
TLR4, and also to the caspase-1, making gedunin considered a
multitarget compound. The authors used the following PDB
structures: human caspase-1 (PDB ID: 1RWX), TLR2 (PDB

ID: 1O77), and TLR3 (PDB ID: 1ZIW). For both TLR2 and
TLR4, gedunin bound within the known ligand binding site,
while for TLR3 two distinct binding sites were predicted. The
authors pointed out that one of the predicted regions for TLR3
is involved in the dimerization of TLR3 and is considered the
dsRNA binding site, thus it might be the most prominent. Still,
as pointed out by the authors, further biochemical assays are
required to confirm gedunin binding.

For endosomal TLRs�TLR3 and TLR7−9�Talukdar et
al.65 recently published a perspective paper regarding the
structural evolution of their small-molecule agonists and
antagonists. They concluded in detail information about
structural features around binding sites of both types of
modulators, and their evolution and provided information
about the development of various chemotypes, e.g., guanosine-,
oxoadenine-, 3-deazapurine-, imidazoquinoline-, quinoline-,
benzimidazole-, imidazole-, pyridopyrimidine-, pyrrolopyrimi-
dine-, pyrimidine-, quinazoline-, chromene-, benzoxazole-,
indole-, triazole-, indazole-, and benzanilide-based.

Here, we wanted to highlight a few studies not included in
the above-mentioned publication. One example is the work
performed by Gupta et al.66 They used the known ligand-based
pharmacophore modeling approach to find novel human TLR7
modulators based on the set of TLR7 agonists with confirmed
experimental activity. The data set was divided into training
and test sets based on criteria such as structural diversity and
activity range. The authors created a pharmacophore model
(HypoGen algorithm available in 3D-QSAR pharmacophore
generation protocol of Discovery Studio) and screened the
natural hit compounds from the InterBioScreen Natural
product database. They filtered the screened compounds and
based on molecular docking (LibDock) and further interaction
analyses, they selected the most interesting compound -
STOCK1N-65837 (an indoline derivative natural alkaloid).
The compound was further validated with MD simulation
(GROMACS with GROMOS96 43a1 force field and SPC216
water model). The authors found that STOCK1N-65837
formed hydrogen bond interactions with residues from LRR15
and LRR16 of hTLR7, which was in the good agreement with
previous findings that amino acids within that region crucial for
ligand binding. The authors underlined that further exper-
imental validation is necessary to confirm the activity of the
compound; however, their results already provided a basis for
further designing of natural modulators targeting TLRs.

Šribar et al.67 used the previously established approach
consisting of structure- and pharmacophore-based computa-
tional studies (ROCS, GOLD, LigandScout), combined with
MD simulations (Desmond), followed up by experimental
validation to find novel inhibitors of TLR8. They performed
two rounds of VS. The authors used the best hit from the first
round of VS and performed its optimization by shape- and
chemistry-based screening. Later, they prioritised them
according to their diversity and physicochemical properties.
Based on that approach, they found a novel pyrimidine scaffold
for TLR modulators. Experimental validation of the most
promising compounds from the second round of VS revealed
their low cytotoxicity, suggesting that they are relevant for
further lead optimization.

Recently, Wang et al.68 focused on revealing the mechanism
of action of known agonists for TLR7 and TLR8 -
imidazoquinoline derivatives (Resiquimod (R), Hybrid-2
(H), Gardiquimod (G)). They carried out MD simulations
(GROMACS with AMBER ff99SB and GAFF force fields and
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SPC water model) for both TLR7 and TLR8 apo structures
and TLR7 and TLR8 with bound antagonists, followed by the
MM-GBSA calculations. Their analysis showed that TLR7-R
and TLR7-G complexes formed open conformations during
the simulation, while the others were kept in closed
conformations. They found that the binding pocket of TLR7
was less flexible than in TLR8, thus the binding of the
antagonist was tighter. Moreover, these in silico predictions
were in agreement with the experimental data.

In Figure 3 we presented examples of scaffolds of both
agonists and antagonists targeting the LRR domain of TLRs
proposed in reviewed publications. Also, we showed the
localization of the designed small-molecule modulators in
relation to the subunits of the TLRs. In Supplementary Table
S2 we gathered the structures of all the best hits from the
reviewed research papers, as well as the information about the
interacting amino acids (if available).

As can be seen from the above-mentioned studies, many
groups used the information from the previously designed
modulators either for introducing some modifications aimed at
increasing their activity or for obtaining models for VS and
further studies. In the reviewed papers we encountered both
the strategy to design modulators structurally similar to known
ligands and compounds with a completely different structure.
Interestingly, the targeting sites remain the same, which

highlights the challenges in the reconstruction of TLRs
structure and difficulties with the identification of other
potential binding sites which could affect TLRs function. We
could also notice that some of the proposed modulators were
able to influence the signaling pathways in various TLRs.
Nevertheless, the molecular bases of their selectivity have not
been thoroughly examined. Therefore, one needs to keep in
mind that we still need in-depth studies revealing the
differences in the mechanism of action in relation to different
receptors. We believe that in the coming years, more groups
will include analyses related to potential off-targeting effects, as
well as that there will be an increase in interest in the screening
of natural compounds databases for proposing novel small-
molecule modulators. Regarding methods, we are expecting an
increased contribution of AI-supported screening, especially in
ligand-based screening.

Next-Generation Vaccines. Subunit vaccines are consid-
ered one of the next-generation vaccines. They consist of
pieces of a pathogen, instead of the whole organism. Evidently,
this also means they do not contain any live pathogen and thus
show significantly lower immunogenicity. The immunogenicity
of the subunit vaccines can be improved by several factors, e.g.,
addition of adjuvants, choice of different delivery systems,
usage of multiple antigens or epitopes, and optimization of
vaccine dosage. TLRs are excellent targets for such multi-

Figure 3. Examples of scaffolds of small-molecule modulators targeting the LRR domain of TLRs. The left panel shows the approximate location of
small-molecule modulators (M) with respect to the LRR subunits of the TLR dimers described in this review. Agonists are presented on the middle
panel, while antagonists are on the right panel. TLR4 was shown with the associated myeloid differentiation factor 2 (MD2). Please note that one
of the agonists’ scaffolds is shown for more than one TLRs. This indicates the possibility of targeting both surface- and endosomal-located TLRs by
a given modulator.
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epitope vaccines to provide a signal to induce an effective
immune response that in turn leads to long-lasting
protection.23,69,70 The protocol used for the search for
multiepitope modulators is substantially different from the
one used for small-molecule modulators. The general protocol
consists of multiple steps: (i) retrieval of target proteins
sequences, (ii) evaluation of antigenic and physicochemical
properties of the target proteins, (iii) epitopes prediction, (iv)
multiepitope vaccine construction, (v) evaluation of anti-
genicity and allergenicity of the vaccine combined with the
exploration of the physicochemical parameters, (vi) prediction
of secondary and tertiary structure, (vii) molecular docking to
the immune receptors, and (viii) dynamics’ analysis of the
complexes. Some studies also include further computational
immune simulation to assess the vaccine’s ability to stimulate
the immune response (Figure 4).

Each step of this protocol is quite elaborate and usually
requires the usage of several tools/servers. As information
about vaccine construction has not previously been addressed
in computational reviews about TLRs, a brief summary is given
here. Target sequences might be obtained from databases like
PDB or UniProt.71 Then, they are submitted, e.g., to the
VaxiJen72 to check the antigenicity and to ExpasyProtParam73

to investigate the physicochemical properties. Multiple servers
can be used to predict the epitopes, depending on the type.
Among them, there are NetCTL,74 NetMHCIIpan,75 Immune
Epitope Database,76 BepiPred,77 and BCPREDS.78 Antigenic-
ity, promiscuity, and allergenicity of epitopes can be evaluated

with the use of AllerTop,79 AlgPred,80,81 VaxiJen, and
ToxinPred82,83 servers. Structural evaluation of the vaccine
begins with the prediction of secondary structure, which is
usually done by the SOPMA server.84 Later, the tertiary
structure can be predicted, often by the I-TASSER.85 However,
the obtained models still need further refinement. For that,
ModRefiner86 and GalaxyRefine87 are common choices. At this
stage, it is evident that the way to obtain a structure of this type
of modulator is quite demanding. Molecular docking of the
epitope involves predicting the proper orientation and
conformation of the epitope when it interacts with the
immune receptor’s binding site. The ClusPro server88 is able
to perform such computations. Further investigation of the
dynamical properties is usually performed using Normal Mode
Analysis (NMA) rather than all-atom MD simulations.
However, the latter one (if used) can provide better and
more detailed insight. A simulation of a possible immune
response, which usually concludes the in silico part, is often
performed using the C-ImmSim tool.89

In studying TLRs, molecular docking combined with the
investigation of the dynamical stabilities and prediction of the
vaccine’s ability to stimulate the immune response are the most
crucial. The above-mentioned protocol and its variations have
been used multiple times for vaccine design. Undoubtedly,
vaccines against severe acute respiratory syndrome coronavirus
2 (SARS-CoV-2) have received the most attention in recent
years.90−93 However, studies on other vaccine designs have
also been carried out, both before and after the outbreak of

Figure 4. General protocol for next-generation multiepitope vaccine design. The ability of binding different epitopes (shown as dark green and pink
shapes, respectively) to LRR subunits of the TLRs located both in the cell membrane (light green) and in the intracellular membrane (light blue)
has been shown.
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COVID-19. The following examples are studies focused on
designing vaccines against Middle East respiratory syndrome
(MERS),94 Hepatitis C virus (HCV),95 human immunodefi-
ciency virus (HIV),96 Neo-Coronavirus (NeoCoV),97 Human
cytomegalovirus (HCMV),98 Kaposi Sarcoma,99 as well as
infections like dengue,100 chikungunya,101 or those caused by
Taenia solium,102 Klebsiella oxytoca,103 Klebsiella pneumoniae,104

or Mycobacterium tuberculosis.105,106 What is also worth
mentioning in the context of next-generation vaccine design
is the potential use of TLR agonists as vaccine adjuvants. Since
TLR agonists are capable of stimulating innate immune
responses, which also trigger adaptive immune responses, they
can likewise be used to improve vaccine efficacy.69,107,108 For
instance, monophosphoryl lipid A (MPL) and CpG-1018 have
been used as adjuvants in licensed vaccines, and other TLR
agonists are under the investigation.

Below, we want to elaborate more on vaccines against SARS-
CoV-2, although the ultimate goal remains similar in all the
studies�to get a stable protein-vaccine complex that triggers
the immune response.

Different groups focused on studies of multiepitope vaccines
against various TLRs. For instance, Oladipo et al.90 studied the
TLR2, TLR3, TLR4, and TLR9, while Rafi et al.91 focused on
TLR2 and TLR4, and Ysrafil et al.92 investigated TLR3, TLR4,
and TLR8, as well as angiotensin-converting enzyme 2 (ACE2)
as the entry receptors of SARS-CoV-2. Drawing upon the
structure of the SARS-CoV-2 spike (S) glycoprotein (and
nucleocapsid (N) protein and open reading frame 1a (ORF1a)
protein in the case of Ysrafil et al.92), the authors tried to
develop a potent multiepitope subunit vaccine. The groups
received different predictions of the epitopes, depending on
the particular settings used while executing the general
protocol which was described earlier. Therefore, the final
models of the multiepitope vaccine constructs were different,
dependent on the sequences that build the individual epitopes.
Here, we wanted to provide more details about the interesting
study proposed by Pitaloka et al.93 The authors focused on
designing a vaccine for protection against Mycobacterium
tuberculosis (MTB) and SARS-CoV-2 coinfections. They used
web servers�Bepipred-2.0 for B-cells epitopes, NetCTL.1.2
for Cytotoxic T Lymphocytes (CTL) epitopes, and Net MHC
II pan 3.2 for Helper T Lymphocyte (HTL) epitopes�to
screen potential epitopes from outer membrane protein A
Rv0899 (OmpATb) of MTB and S protein of SARS-CoV-2.
Epitope domains were selected from identified immunodomi-
nant areas and filtered out (by BLASTp) based on shared
homology with humans. Then, at the vaccine’s N-terminus, the
authors introduced the 50S ribosomal protein L7/L12
adjuvant using a commonly used EAAAK linker, while AAY
and GPGPG linkers were used to connect the particular
epitopes. In general, all the results showed that the proposed
multiepitope vaccine candidates were nontoxic, capable of
initiating the immunogenic response and not inducing an
allergic reaction. Also, the molecular docking results revealed
rather strong and stable interactions between the constructed
vaccines and particular receptors within their LRR domains.
During the computational simulations of the potential immune
response using the C-ImmSim tool, the authors noticed a rise
in the production of immune defenses, i.a. rise in the HTL cell
population with memory T and B cells development, an
increase in IgM, IgG1 + IgG2, and IgG + IgM antibody levels.
The stability of the complexes of various vaccines was
confirmed by studying their dynamic properties. For instance,

Oladipo et al.90 and Pitaloka et al.93 used NMA to study the
stability and mobility of selected receptor−vaccine complexes.
In the first study, as a result, the vaccine protein and its
receptor were predicted to spin toward each other. In the
second study, based on the detected correlations in the
covariance matrix between pairs of residues, the authors
confirmed the stability of the vaccine candidate model. Rafi et
al.91 performed classical MD simulations to check the stability
of the constructed vaccine with the extracellular subunit of
TLR2 and TLR4/MD2. The results indicated that the TLR−
vaccine complexes were both stable and compact during the
simulations. Especially for the TLR4−vaccine complex, a
strong hydrogen bond network was pointed out, suggesting
reduced flexibility of the vaccine when bound to the receptor,
improved binding strength, and increased vaccine−receptor
stability. Furthermore, the authors expanded their analysis by
using the full-length heterodimer TLR4/MD2−vaccine com-
plex, which was placed in a membrane to imitate the dynamic
behavior during the MD simulation of the vaccine in biological
systems. This study is one of the first where the full-length
models of TLR receptors from the AlphaFold Protein
Structure Database were used. For both TLR2 and TLR4
complexes, significant structural transitions toward membrane
bilayer were observed, but the crucial interactions between the
vaccine and the extracellular domain of receptors remained
stable. Based on the observations made in the above-
mentioned papers, one can speculate that during the binding,
potentially well-designed vaccines may have a stabilizing effect
on the TLRs in the system.

Although at first glance epitopes may be treated similarly to
small-molecule modulators, the specificity of their search is
quite different. It takes into account not only the process of
binding to the TLR but also the stability and specificity of the
epitope. Research on epitopes has the potential to reveal the
mechanism of action of TLRs and their specificity to a greater
extent. In the near future, this type of research can contribute
to a much better understanding of the functioning of our
immune system and the recognition of threats. We also
anticipate that the contribution of AI-based methods will allow
for a better understanding of the signaling pathways and their
interrelations.

■ DYNAMIC NATURE OF TLRS
The complexity of TLRs has consequences in the relatively
weak understanding of the structural basis of their modes of
action. Therefore, significant effort is required to comprehend
TLR dynamics at the level of particular domains, the full-length
receptor, and the dimerization process. Here, in the first part,
we gave an outline of the studies that examined the effect of
certain mutations on the receptor’s dynamics. In the second
part, we summarized the works that focused on the
characterization of the dynamical properties and conforma-
tional changes of full-length TLRs.

Mutations’ Effects on the TLRs Dynamics. It is known
that even a single mutation can induce substantial changes in
terms of the macromolecule’s structure and function. For
TLRs, one can hypothesize that depending on the mutation
location, the ligand recognition or the adaptor protein binding
could be disturbed. Below, we summarized studies focused on
examining the effect of various mutations on TLRs. Those
studies have usually focused on the analysis of individual
domains of TLRs�the LRR or TIR domains.
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Regarding the LRR domain, Anwar and Choi109 examined
the structure−activity relationship in TLR4 mutants by the
application of MD simulations (GROMACS with AM-
BER99SB-ILDN force field and TIP3P water model) together
with principal component (PCA) and residue interaction
network (RIN) analyses (RINalyzer, Cytoscape). To evaluate
the influence of single nucleotide polymorphisms (SNPs), they
examined four different models: (i) wild-type TLR4
(TLR4WT; PDB ID: 3FXI); (ii) a double mutant�aspartic
acid-to-glycine at position 299 and threonine-to-isoleucine at
position 399 (TLR4GI; PDB ID: 4G8A); (iii) the aspartic
acid-to-glycine mutant (TLR4G299); and (iv) the threonine-
to-isoleucine mutant (TLR4I399). Those mutations were
classified as eliminating signaling activity; however, they did
not disturb the ligand recognition nor did they establish
contact with the associated MD2 protein. The single mutant
structures were generated with the use of Chimera software.
Computational studies revealed differences in the dynamic
properties of the analyzed variants. The authors pointed out
that the mutated complexes were less cohesive and displayed
both local and global variation in the secondary structure,
which could affect the proper exploration of conformational
phase space. In particular, results from PCA confirmed that the
mutated variants displayed unique low-frequency motions,
which could be linked to the differential behaviors in these
TLR4 variants. The authors also showed that decay in the
rotational correlation function together with the observed
density distributions and alteration of the number of hydrogen
bonds between the protein and ligand could result in the loss
of function.

Gosu et al.110 performed MD simulations (GROMACS with
AMBER-ff99SB-ILDN force field and TIP3P water model) of
human wild-type and mutant TLR3 to get insights into the
dynamic nature of the dsRNA-bound TLR3 complex. They
investigated several complexes: dsRNA-unbound TLR3 wild-
type dimer (apo_dTLR3WT), dsRNA-bound TLR3 wild-type
dimer (dTLR3WT-dsRNA), dsRNA-bound TLR3 dimer with
a leucine-to-phenylalanine mutation at position 412
(dTLR3L412F-dsRNA), and dsRNA-bound TLR3 dimer
with a proline-to-leucine mutation at position 680
(dTLR3P680L-dsRNA). In TLR3, L412F polymorphism was
associated with several human diseases, while the P680L
mutation was found as one that reduces the binding affinity of
dsRNA to TLR3 and affects subsequent signaling. A human
TLR3 dimer model was built by homology modeling using the
mouse TLR3 dimer crystal structure (PDB ID: 3CIY) as a
template to obtain an accurate structure conformation. The
mutations were introduced using Discovery Studio Visualizer.
The authors performed MD simulations (GROMACS with
AMBER-ff99SB-ILDN force field and TIP3P water model)
together with PCA, RIN, hydrogen bond, and protein-nucleic
acid interaction analyses to investigate the global motions and
the distribution of crucial residues for signal transduction.
They claimed that the apo wild-type preformed dimer is
unlikely to be stable in physiological conditions. Thus, they
proposed that TLR3 might exist as a monomer in a solution.
Further, the interaction energies and hydrogen bonds analyses
indicated that the mutations induced certain conformational
changes that could disturb the TLR3 signaling. The interaction
sites between TLR3 and dsRNA were observed at both the N-
terminal and C-terminal ends of TLR3 LRR, while the
dimerization interface was confirmed at the C-terminal site but
only for dTLR3WT-dsRNA and dTLR3L412F-dsRNA. It

might suggest that P680 is crucial for maintaining the dimer
interface for ligand binding. This hypothesis seems to be
confirmed by the MD simulations in which the mutation
dTLR3P608L disrupted the dimer interface in two out of three
runs.

In the case of TLR3, we also want to underline one of the
possible post-translational processes that the protein may
undergo�glycosylation. TLR3 is a receptor with multiple
glycosylation sites. Although most of these sites are not
associated with dsRNA recognition, the N-glycan located at
N413 has been observed to be in direct contact with viral
dsRNA. In their work, Sun et al.111 reported that mutations of
two independent glycosylation sites (N247and/or N413) in
TLR3 resulted in the abolishing activity of ligand-induced
TLR3 downstream signaling, which indicates that N-glyco-
sylation at N413 is important in ligand recognition. Very
recently, Wang et al.112 published a paper in which they
analyzed the role of N-glycan in TLR3, specifically at the N413
position via both classical and umbrella sampling MD
simulation (NAMD with CHARMM36m force field) com-
bined with NMA. They prepared six systems to assess the
stability of TLR3s: TLR3 (N413 unglycosylated) with/without
dsRNA, TLR3 with the paucimannosidic glycan (N413-
Man3GlcNAc2) with/without dsRNA, and TLR3 with the
oligomannosidic glycan (N413-Man9GlcNAc2) with/without
dsRNA. The authors used the glycosylated TLR3 LRR
complexed with dsRNA from the PDB (PDB ID: 3CIY). For
N413, glycosylation states were built using the Glycan Reader
and Modeler module. The authors found that the loop region
of LRR12 in TLR3 is important for interacting with dsRNA via
the formation of hydrogen bonds. The glycan at N413
stabilized dsRNA in the TLR3 binding site and altered the
dynamics of the binding process, with its size, length, and
branch affecting the thermodynamics and dynamics of TLR3
recognition with dsRNA. These findings provide a new
perspective for modulating TLR3 function and extend our
understanding of the biological role of glycans in innate
immune recognition.

Regarding the TIR domain, Mahita and Sowdhamini
investigated the effect of key mutations on the conformational
dynamics, based on TLR2 and TLR3.113 For that, they used a
combination of MD simulations (GROMOS96 54a7 force
field), protein−protein interaction (PPCheck), and protein
structure network analyses. They carried out the analyses for
eight different complexes, including not only wild-type and
mutant dimers but also wild-type and mutant trimers (TIR
dimers with different adaptor proteins). To build the
complexes of the receptors with the adaptor proteins, the
authors performed a protein−protein docking (HADDOCK).
The following computational studies highlighted the significant
differences between the dimer interfaces of the wild type and
mutant forms and also provided a possible explanation of how
the introduced mutations may affect adaptor binding to the
receptor. For the proline-to-histidine (P681H) mutation in the
TIR domain of TLR2, they observed an increase in the stability
of the TLR1-TLR2 heterodimer. This mutation also affected
the surface of the putative adaptor-binding platform causing it
to become slightly more curved. For the alanine-to-proline
(A795P) mutation in the TIR domain of TLR3, they pointed
out that individual subunits in a mutant tilt slightly more
toward each other in comparison to the wild type. Such a
subtle change may influence the orientation of the BB-loops
(important for mediating interactions between dimer subunits)
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on the homodimer, and thus also the binding of the adaptor
proteins�MyD88 and TRIF. The authors pointed out that the
obtained results were based on the assumption that TLR2 and
the TLR3 TIR dimer adopt a similar conformation as that of
the TLR10 TIR dimer crystal structure. As they admitted, this
does not rule out the possibility of the dimers adopting a

different TIR dimer conformation during signal transduction,
e.g., an asymmetrical arrangement.

Ghosh et al.114 showed that by applying the random alanine
scanning mutation (with Robetta, using Computational
Interface Alanine Scanning Server), it was possible to validate
how much the residues from the BB- and DD-loops of the TIR
domain contribute to TLR2 heterodimer complex formation.

Figure 5. Examples of potential dynamical changes of TLRs observed in cited studies. (A and B) Structural transitions that the particular domains
of TLR4 may exhibit (based on Patra et al.116 and Matamoros-Recio et al.117 works). TLR4 was shown with the associated myeloid differentiation
factor 2 (MD2) and with the bound lipopolysaccharide LPS (C) Structural rearrangements of TLR3 domains and membrane (based on Patra et
al.118 study). TLR3 was shown bound with dsRNA. (D) Differences in the structural organization of the transmembrane helix (TM) and
cytoplasmic juxtamembrane (JM) regions that may occur in TLRs (based on Kornilov et al.34 work).
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For that, the binding free energy (ΔΔGbinding) of the
interface residues was computed. The residues with positive
cutoff values >0.5 kcal/mol were accepted as the residues of
importance in the dimer stability for human TLR1−2 and
TLR2−6. The authors concluded that for the hTLR1-TLR2
complex, three residues�Q97, N99, Y136 of TLR1� and two
residues�E55, K62 of TLR2�impact the binding energy of
the complex. For the hTLR2-TLR6 complex, the following
residues were predicted to have a significant role: Y44, W45 of
TLR2 and E159, K160 of TLR6. While combining the results
of alanine scanning mutation studies with sequence alignment,
structure prediction and superimposition, molecular docking
(ZDOCK), and MD simulations (GROMACS with GRO-
MOS96 54a7 force field and SPC water model), the authors
presented two key conclusions. The first was that the subtle
conformational variations in the TLR structures might play a
crucial role during special circumstances. The second was that
the role of TLR2 BB-loop residues and TLR1/TLR6 near-DD-
loop residues is important for the process of heterodimeriza-
tion and for initiating differential downstream signaling.

In the summarized studies,109,110,113,114 the authors showed
that the analysis of mutations’ effect can be helpful not only in
studying the TLRs’ structural dynamics but also in uncovering
their mechanism of action, especially in the context of ligand or
adaptor protein binding. However, we still have limited
knowledge regarding the particular TLRs. Given the fact that
many more mutations in TLRs are reported (e.g., in the
UniProt or ClinVar115 databases), more research should be
carried out to clarify the effect of those substitutions.

Full-Length TLRs. Due to the complexity of the TLR
structure and the presence of the lipid bilayer, the study of the
dynamics of the full-length receptor is difficult. However, some
studies have been published in recent years and they provided
important insights, especially regarding the possible structure
rearrangement and mechanism of action of TLRs. In Figure 5
we present the dynamical changes that particular TLRs can
undergo which have been revealed and described in the recent
years.

One of the first extensive studies of a full-length TLR in a
membrane-aqueous environment was the work by Patra et
al.116 The authors focused on TLR4 (TLR4/MD2/LPS
homoheterodimer; TLR4 associated with MD2 protein and
lipopolysaccharide LPS) and provided key insights into the
orientation and interaction of LRR (named ECD in the paper),
TM, and TIR domains with respect to the dipalmitoylphos-
phatidylcholine (DPPC) bilayer. To reach these results, they
successfully applied homology modeling methods, followed by
protein−protein docking and MD simulations. Additionally,
they used molecular docking and binding free energy
calculations to get insight into the binding of the TAK-242
ligand with the TLR4-TIR dimer. For each of the domains, the
protocol had to be adapted accordingly to obtain the best
possible models that could be included in a full-length
structure. For instance, the dimeric LPS-bound LRR structure
was obtained from the PDB (PDB ID: 3FXI), and missing
residues were added (SWISS-MODEL), while the TM domain
was modeled as a single α-helix and protein−protein docking
(ZDOCK) was carried out to obtain a dimeric structure. The
TIR domain was obtained via homology modeling using the
crystal structure of TLR10 (PDB ID: 2J67) and consecutive
superimposition of monomeric TLR4-TIR over the two
subunits of dimeric TLR10-TIR resulted in a dimeric TLR4-
TIR domain. Then, all three individual domains were aligned

on a straight axis and peptide bonds were patched between the
extreme C- and N-terminal residues to adjacent domains
(Discovery Studio). The constructed model could be finally
inserted into the pre-equilibrated bilayer and used for further
MD simulation (GROMACS with Gromos96 54a7 and
Barger-lipid hybrid force field and SPC water model) and
molecular docking. The authors showed that each domain of
TLR4 exhibits several structural transitions (Figure 5A). The
results revealed that LRR and TIR domains may be partially
immersed in the membrane bilayer and that the TM domain
tilts and bends to overcome the hydrophobic mismatch with
the bilayer core. The authors claimed that the dynamic
properties of TLR4-LRR had little effect on the interactions
between LPS and MD2. For the TLR4-TM, the authors
pointed out the possibility of an alternate dimerization or a
potential oligomerization interface, as previously found for
TLR3-TM.30 Patra et al. also observed that the gradual
absorption of the TLR4-TIR domain to the membrane leaflet
could be a consequence of the electrostatic interactions and
the bending/twisting actions of the LRR and TM domains.
Their analyses indicated that even though TLR4-TIR surfaces
are potentially membrane-absorbed, they also include the
solvent-exposed part dedicated to interactions with other
proteins. Thus, such a partial immersion is unlikely to prevent
these segments from contacting the adaptor or other binding
components. In the case of TLR4, the MyD88 adaptor protein
is guided to TLR4-TIR by the membrane-anchored adaptor,
TIR domain-containing adaptor protein (TIRAP). Hence, it is
probable that the activated receptor complex TLR4/TIRAP/
MyD88 is close to the membrane. For TAK-242, Patra et al.
constructed two possible homodimerization interfaces�first,
where helix αC and the BB loop of both TIR subunits form the
dimer interface, and second, where helix αC is exposed toward
the solvent and places helix αE and the BB loop in between the
dimer interface. Results obtained from estimated binding free
energy revealed that the first model�the αC-αC dimer�had
a greater binding affinity and that the affinity of TAK-242 for
the αC-αC dimer was stronger than for the αE-BB dimer. This
could be an indication that the αC-αC/BB-BB model might
represent the physiological dimeric interface of TLR4.
However, the TAK-242 binding inside the TIR dimer cavity
remains speculative, since in the case of separate simulation of
full-length TLR4 as well as simulation of full-length TLR4 with
TAK-242, the binding cavity of the ligand was partially blocked
due to the rotation and upward movement of the TIR dimer.

In the following years, Matamoros-Recio et al.117 also
studied the full-length model of the agonist LPS-bound TLR4.
The complete model was obtained from combining the
individual domains that were previously optimized by different
protocols. For the dimeric LPS-bound LRR structure, the
crystal structure (PDB ID: 3FXI) was selected and optimized
(Maestro), while the structure of the TM domain was
predicted by submitting their sequences to TMDOCK and
PREDDIMER web servers. Finally, the homology modeling
(implemented in YASARA) was used to predict the TIR
domain dimer, using the tempates of the TIR domains of
human TLR1, TLR2, TLR6, and TLR10. The authors
combined ab initio calculations with molecular docking, all-
atom MD simulations, and thermodynamics calculations to
provide the complete 3D models of the active TLR4 complex
embedded into a membrane system. In total, they analyzed
four full-length models, different dimerization interfaces for
TM domain and orientations of TIR domain were observed
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(Figure 5B). They showed that the interactions on different
interfaces�TLR4/TLR4*, TLR4/MD-2*, and TLR4*/
MD2�were kept within the simulations and that both
subunits in the dimeric complex show a mutual stabilizing
role. Also, they confirmed that the transmembrane domain and
the following hydrophobic region (HR) indicate plasticity,
depending on the membrane composition. Such plasticity may
determine the dimerization of the intracellular domain. These
observations are supported by a recent study by Kornilov et
al.34 in which the results of MD simulations (GROMACS with
AMBER ff14SB and slipids force fields and TIP3P water
model) indicated that juxtamembrane (JM) regions of various
TLRs interact with lipids and are immersed into the bilayer
membrane. The simulations showed that both TM and JM
generally retain their secondary structure but adapt to the
nonpolar environment by changing their tilt to the membrane
and by rotating to find the optimal location of charged and
nonpolar residues at the lipid−water interface (Figure 5D). In
their study, Matamoros-Recio et al.117 proposed two models of
TM-TM* (named TD-TD* in the paper) and pointed out that
TM-HR can adopt different conformations, thus changing the
mode of dimerization depending on the environment,
regulated by TLR4 localization. The authors described also
two models for the TIR-TIR* dimer (named ID-ID* in the
paper)�symmetrical and asymmetrical. In the first model, the
αC helix and the BB-loop in TIR domains were facing the
dimerization interface, while in the second model, the
dimerization interface was preserved in a head-to-tail way.
The authors pointed out that both models were capable of
binding the adaptor proteins. It could mean that the
dimerization mechanism, and thus the receptor’s activation
depends on (among others) the membrane composition
(localization of TLR4) and structural rearrangement. They
also showed that both symmetric and asymmetric TIR-TIR*
models are suitable for MyD88-adapter-like (MAL) binding,
supporting the hypothesis that both models could coexist, and
have a direct implication in the activation of distinct TLR4
pathways.

In their other work, Patra et al. studied the structure and
dynamics of a full-length dimer of TLR3 immersed in a bilayer
of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine
(POPC).118 They used a similar set of molecular modeling
methods as in the case of TLR4.116 They studied three
membrane-solvated complexes of the TLR3 homodimer bound
with the dsRNA. Their analyses indicated that the TLR3-TIR
homodimer built from the TLR6-TIR structure led to
obtaining a full-length receptor structure with the stability
necessary to maintain key intermolecular interactions with the
ligand and with the membrane. Furthermore, they showed that
flexible juxtamembrane loops of TLR3 allow for the
simultaneous bending of the LRR and TIR domains on both
surfaces of the membrane. They also observed that the
complex immersed in the bilayer progressively tilted on the
bilayer surface due to the electrostatic attraction between the
charged parts of both the protein and phospholipids from the
bilayer (Figure 5C). In that case, the LRR-NT was only
partially absorbed by the lipid headgroups. That was in
contrast to the LRR-NT from their previously reported TLR4
model that was completely buried in the bilayer surface. They
assumed that it is possible that the negatively charged dsRNA
restricted the insertion of LRR-NT into the membrane surface.
During the simulations, the dsRNA kept its structural integrity
while bound to TLR3. The observed distortions in the TLR3-

TM domain were distinct from the previously reported TLR4-
TM. Thus, the authors concluded that the orientation and
conformational changes of each TLR type may vary, depending
on their location in the cell or the lipid composition in the
membrane. Based on the MD simulations analysis, Patra et al.
indicated the probable interface involving residues from the
αC and αD helix and the CD and DE loops of both TIR
monomers. The BB-loop of one subunit was completely
solvent-exposed, while the other was partially involved in
dimer packing. The solvent-exposed part confirmed the
importance of this segment in TRIF recruitment by the
activated receptor.

The reviewed papers revealed important insight into TLRs
dynamics. In summarized studies, the authors presented
relevant information on possible changes in position and
conformation that receptors embedded in the cell membrane
or intracellular compartments may undergo. Also, an important
message regarding the potential mechanism of TIR domain
dimerization and binding of the adaptor protein came from the
analyzed models of both symmetrical and asymmetrical
domains. This may be helpful for designing new types of
TLR modulators, especially those targeting the TIR domain.
One should remember that the presented studies on full-length
receptors refer only to TLR3 and TLR4, which means that for
now, the conclusions cannot be unified for all other receptors.
As in the case of studying the effect of mutations, it seems that
research regarding the dynamics of TLRs is just beginning.
Considering the differences in TLRs structure, substrate
recognition, dimerization requirements, and association with
adaptor proteins, along with the importance of understanding
the TLRs signal transduction pathway, we can expect a
significant increase in interest in this field in the coming years.

■ CONCLUSIONS
Toll-like receptors are one of the most crucial components of
the immune system. Given their importance, it was not a
surprise that the 2011 Nobel Prize in Physiology or Medicine
was awarded to Dr. Jules A. Hoffmann and Dr. Bruce A.
Beutler for their discoveries of the role of TLRs in innate
immunity. It happened relatively quickly after the discovery of
TLRs, only within 15 years. Since that time, tens of thousands
of papers have been published in which TLRs have been the
main subject of research. TLRs are complicated in terms of
their structure, dynamics, and functioning, and this complexity
is a challenge despite the enormous progress in the
development of both experimental and computational
methods. In our review, we aimed to highlight the progress
made in recent years with the use of in silico methods for TLRs
studies. Also, we wanted to point out the areas that still await
their discoverers. One of the main limitations in understanding
the function of TLRs is difficulty in the proper characterization
of receptor structure at various stages of signal transduction.
Even the latest breakthrough in AI-based structure prediction
is not yet widely used in research aimed at revealing the
mechanism of action of TLRs.

Based on the results presented in the reviewed papers, we
can conclude that still, the most attention is paid to the use of
computational solutions for the design of small-molecule
modulators. The use of in silico methods to design other types
of modulators, such as multiepitope vaccines, is gaining more
popularity, but yet, it is not as common as in the case of small-
molecule compounds. Both small-molecule and multiepitope
modulators are designed in such a way as to target the LRR of
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TLRs. There was no breakthrough in the design of small-
molecule modulators targeting the TIR domain. Among things
that scientists will want to keep improving is obtaining the best
binding affinity and stability of the modulators. Regarding the
dynamics of TLRs, scientists have shown that studying the
mutations’ effect can contribute to a better understanding of
the potential mechanism of action of the receptors. That is of

special interest for both ligand and adaptor protein binding.
More demanding, both in terms of system preparation and
computing power, is the analysis of the dynamics of the full-
length TLR complex. So far, only TLR3 and 4 have been built
as full-length models embedded in the lipid bilayer. Those
studies presented relevant information on possible conforma-
tional changes that may occur in the receptor’s structure. Thus,

Figure 6. Areas in TLR research that still require further development. (A) Experimental verification of the predicted structures. (B) Studying the
orientation of the subunits of the TIR domain dimers of TLRs. (C) Designing small-molecule modulators (M) targeting the TIR domain of TLRs.
(D) Studying the proteolytic cleavage of the Z-loop in TLR7−9. (E) Analyzing potential changes in the subunits dynamics in TLRs. (F) Analyzing
the conformational changes and structural rearrangements in both TLR receptors and bilayer membrane. (G) Studying the whole process of ligand
recognition through the signaling cascade to the immune response.
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it would be very important to perform similar studies for
members of the TLR family. Since now we have easier access
to the predictions of large macromolecule structures, we expect
that in the coming years, we will witness progress in research
on the TLRs’ dynamics and mechanism of action.

In Figure 6 we presented the main areas in TLR research
that still require further studies. Figure 6A illustrates the
necessity of the experimental verification of the predicted
structures. Despite the great progress in AI-based methods to
predict the tertiary structures of macromolecules, experimental
validation is a must to confirm the compliance of the obtained
predictions. Access to experimentally solved structures of
transmembrane proteins is also important in order to confirm
the orientation of individual domains or subunits of the
structure toward each other. Obtaining information about the
orientation of the subunits of the TIR domain dimers of TLRs
is of special interest (Figure 6B). So far, we have information
about possible symmetrical or asymmetric orientations.
However, we lack a systematic review of what orientations
are preferred by specific receptors and how the orientation of
the subunits can determine the binding of the adaptor proteins
and the initiation of the signal cascade. This issue is also
related to the design of small-molecule modulators targeting
the TIR domain (Figure 6C). Without details about the
orientation of the subunits, it is difficult to properly select the
best binding site for modulators.

As we mentioned in the Introduction of this review, some
TLRs (7−9) require the proteolytic cleavage of the Z-loop in
their LRR domain (Figure 6D). This is needed to allow ligands
to bind and to further activate the receptor. Very little is
known about the molecular basis of this process. Basically, only
the information about the examples of proteases potentially
involved in cleavage is available. To our best knowledge, there
are no in silico studies attempting to explain this process. We
are aware that one of the obstacles may be the size of the
system and that no accurate structure predictions of the TLR-
protease complex have been available so far. However, we hope
that with the increase of the computational resources and the
possibility to predict the structure of complexes using, e.g.,
AlphaFold Multimer, this issue will be soon addressed.

In Figure 6E,F, we wanted to highlight the importance of
conducting further research on the dynamics and conforma-
tional changes of TLRs. As we mentioned, studies presented to
date have mainly focused on TLR3 and TLR4. Very little is
known about other receptors, e.g., how the conformational
changes occur in individual subunits or how full-length
receptors behave in relation to the membrane in which they
are immersed. In particular, we would like to know whether the
location of the receptor (cell membrane or intracellular
compartments) determines the TLRs’ dynamics and the
subsequent ability to bind the adaptor proteins. Figure 6G
illustrates the ultimate goal of studying the Toll-like receptors
with the use of computational methods, which is to get deep
insight into each stage of the receptor functioning. Thus, the
challenge is to combine all the information, starting from the
recognition of the ligand by the receptor, through the
triggering of the signaling cascade, to the immune response.
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Abstract: 21 

 22 

Understanding the mechanisms underlying the immune response is crucial for advancing our 23 

knowledge of an organism’s defence. One such mechanism is the proteolytic cleavage of the 24 

Z-loop in some members of the Toll-like receptor (TLR) family. This process is essential for 25 

several reasons: it allows proper receptor dimerisation, facilitates its activation, and 26 

introduces a control mechanism by preventing inappropriate or excessive immune reactions.  27 

In our study, we focused on investigating the proteolytic cleavage of TLR8 by furin protease, 28 

for which the mechanism of this process has not been widely investigated. We employed 29 

various computational methods not only to propose the reaction pathway but also to explore 30 

the role of water molecules within the reaction site. Those included AI-based structure 31 

prediction, molecular dynamics simulations, quantum mechanics and quantum 32 

mechanics/molecular mechanics calculations, as well as small-molecule tracking combined 33 

with local-distribution methods. 34 

 35 

 36 

  37 



 

Toll-like receptors (TLRs) are transmembrane proteins that play an important role in 38 

recognising molecular patterns (MPs) associated with pathogens or damage. When a ligand 39 

binds to a TLR, it either prompts the formation of a receptor dimer or alters the conformation 40 

of a preexisting dimer, which enables adaptor proteins to bind and trigger an innate immune 41 

response1–4. For some members of the TLR family, an additional step is needed to allow MP 42 

recognition and further activation of the receptor. This involves the proteolytic cleavage of 43 

the long-loop region, (Z-loop), inserted in the N-terminal domain containing leucine-rich 44 

repeats motifs (LRR domain) of TLR7-9. TLR7-9 can be found in the intracellular 45 

compartments of the cell, mostly in the endosomal membrane, and primarily recognise 46 

nucleic acids from viruses and bacteria5–11. It is assumed that proteolytic cleavage not only 47 

serves as a regulatory mechanism but also ensures that the immune system does not 48 

inappropriately target self-nucleic acids. Dysregulation of this process can lead to excessive 49 

immune responses, potentially contributing to autoimmune disorders. 50 

 51 

In our study, we focused on investigating the proteolytic cleavage of TLR8. Ishii et al.12 52 

confirmed that the cleaved form of this receptor is predominant in immune cells. Moreover, 53 

Tanji et al.11 showed that TLR8 with the uncleaved Z-loop is unable to form a dimer, which 54 

is essential for proper functioning. Yet, the molecular bases of the Z-loop cleavage have not 55 

been explored in depth4 . The literature indicates that furin-like proprotein convertase and 56 

cathepsins might contribute to TLR8 cleavage. Analysis of the tetrabasic amino acid 57 

sequence before the proteolytic cleavage site, R452-K453-R454-R455↓S456 (RKRR↓S), 58 

suggests that furin might be primarily involved in the enzymatic reaction. This is because the 59 

R-X-K/R-R↓ motif is preferentially recognised by this enzyme13–15. Therefore, we chose furin 60 

to investigate the cleavage mechanism of TLR8 with the use of in silico methods. While 61 

studying this process we relied on the general mechanism of serine proteases16, since the 62 

catalytic site of furin is composed of serine, histidine and aspartate. Also, we used the 63 

information about the first step of the acylation process in furin complexed with the H5N1 64 

avian influenza virus17. Besides studying the reaction per se, we explored the dynamics of the 65 

system, which consists of two large macromolecules. In particular, we focused on the role of 66 

water molecules throughout the enzymatic reaction. Considering the challenges associated 67 

with analysing protein-protein complexes, our study also aimed to offer a methodological 68 

guide, illustrating how various computational methods can complement each other in the 69 

description of such biological systems. 70 

  71 



 

Results 72 

 73 

Prediction of the TLR8LRR-furin complex 74 

 75 

Despite the availability of crystal structures of the TLR8 LRR domain, none has the Z-loop 76 

region fully resolved, where the proteolytic cleavage site is located. Moreover, there are no 77 

complexes of TLR8 with any protease potentially involved in the Z-loop cleavage. To 78 

investigate this mechanism and determine whether furin may be involved, it was essential to 79 

obtain an accurate prediction of the TLR8LRR-furin complex. 80 

Using AlphaFold-Multimer18, we generated 25 of such predictions. They differed regarding 81 

the estimated accuracy (interface predicted TM-score+predicted TM-score; ipTM+pTM 82 

ranging from 0.28 to 0.71; scores gathered in Supplementary Table S1) and the orientations 83 

of the macromolecules towards each other. The highest-ranked predictions, “0” to “6” 84 

showed a consistent positioning of the TLR8 and furin, with a Z-loop in a ‘solvent-exposed’ 85 

conformation, maintaining the proximity between the RKRR↓S fragment and furin’s catalytic 86 

site. The estimated accuracy for these predictions was quite high, beginning at 0.71 and 87 

decreasing to 0.66. For the predictions “7” to “13”, with scores declining from 0.56 to 0.40, 88 

there was a progressive loosening in the maintenance of the interface between the proteolytic 89 

cleavage and catalytic sites. The remaining predictions, with scores below 0.40, displayed 90 

separation between the subunits. These lower-ranked predictions were excluded from further 91 

analyses. We also tried to achieve such an exposed conformation of the Z-loop using standard 92 

modelling methods. However, this region tended to curl around the surface of the receptor. 93 

Conducting molecular dynamics (MD) simulations also failed to yield the expected 94 

arrangement. Therefore, classical protein-protein docking methods were inadequate for 95 

accurately predicting the TLR8LRR-furin complex (data not shown). 96 

In the Alpha Fold-Multimer predictions “0” to “6”, most of the residues (excluding these 97 

from the disordered Z-loop region) displayed high or very high values of the predicted local 98 

difference distance test (pLDDT; values in a range 0-100), corresponding to local structural 99 

accuracy. To select the best prediction, we focused on evaluating the pLDDT values obtained 100 

for Z-loop residues. Notably, we observed that amino acids from the RKRR↓S motif had 101 

higher pLDDT values than the remaining residues of the Z-loop. Specifically, for the top-102 

ranked prediction (ranked_0) (Figure 1A), the analysed motif displayed the best values: 103 

55.83, 67.86, 71.34, 75.45, and 62.43, respectively. Additionally, this prediction showed 104 

strong electrostatic compatibility between the subunits. Our analysis confirmed a positive 105 

charge of the Z-loop’s proteolytic cleavage region and a contrasting negative charge around 106 

the furin’s binding pocket (Figure 1B). We also observed favourable MolProbity Score 107 

(1.12), Clash Score (0.81), and Ramachandran Favoured percentages (94.72%) which support 108 

the geometrical and stereochemical quality of the top prediction. Detailed results of the 109 

structural assessment are shown in Supplementary Figure S1 and Table S2. 110 

 111 

 112 

  113 



 

Figure 1 A) Results of the AlphaFold-Multimer top-ranked prediction of the TLR8LRR-furin 114 

complex (ranked_0) with a close-up of the proteolytic cleavage region and furin catalytic 115 

amino acids and oxyanion hole. The complex is coloured according to the values of the 116 

predicted local difference distance test (pLDDT). R455 and S456 from the TLR8 proteolytic 117 

cleavage site, D153, H194, N295, and S368 from the furin active site and oxyanion hole, are 118 

shown in stick representation. B) Results of the electrostatic potential analysis for the top-119 

ranked prediction. The TLR8 is shown on the left side, furin is shown in the middle and 120 

TLR8LRR-furin complex is shown on the right side. Surface regions with negative 121 

electrostatic potentials are coloured in red, those with positive electrostatic potentials are 122 

coloured in blue.  123 

 124 

 125 

Proposed mechanism and reaction profile of the proteolytic cleavage in TLR8 126 

 127 

Due to the lack of experimental data for this system, we performed QM calculations to 128 

investigate the proteolytic cleavage mechanism of the TLR8LRR-furin complex. The input 129 

structure for calculations was selected based on the analysis of MD simulations for the 130 

TLR8LRR-furin reactant and the fulfilment of the near attack conformation criteria (NAC) 131 

outlined in the Methods section. We started the investigation using QM calculations for the 132 

simplest QM-cluster model comprising amino acids involved in the analysed reaction 133 

(Figure 2A). While we successfully obtained converged minima, the corresponding energy 134 

values were not satisfactory. In parallel, we attempted to employ the QM/MM ONIOM 135 

approach to optimise this pre-defined QM-cluster region in the whole TLR8LRR-furin 136 

complex (Figure 2B). Due to the prolonged optimisation time for such a large system, it was 137 

not possible to rely solely on the QM/MM method to determine the reaction coordinates. 138 

Therefore, we incorporated the previously optimised geometries of intermediate states and 139 

the product from QM calculations as QM region in QM/MM calculations. Nevertheless, the 140 



 

energy values of the converged minima remained excessively high. We performed additional 141 

QM calculations for the expanded QM-cluster region (Figure 2C). This was intended to more 142 

accurately represent the vicinity of the reaction site in the complex. Indeed, this change in the 143 

system size influenced the energy values we obtained (Supplementary Table S3). We 144 

further explored the impact of various functionals. The obtained energy values highlighted 145 

that the energy profile with the lowest energy barriers was achieved using the BP86-146 

D3(BJ)/def2-TZVPD level of theory combined with the Conductor-like screening model for 147 

the realistic solvation (COSMO-RS)19. COSMO-RS has been known to perform effectively in 148 

characterising enzymatic reactions20,21. 149 

 150 

Figure 2 Representation of models used for QM and QM/MM calculations. Furin residues 151 

are represented as orange sticks with surface coloured in pale orange. TLR8 residues are 152 

represented as cyan sticks with surface coloured in pale cyan. Water molecules are shown as 153 

grey sticks. A) Smaller QM-cluster model. The internal coordinates used to define NAC 154 

criteria are depicted; black dashed lines indicate crucial interactions and black solid line 155 

shows the angle for nucleophilic attack angle. B) System partitioning into the QM region 156 

(defined by smaller QM-cluster model atoms) and MM region (remaining residues of 157 

TLR8LRR-furin complex and water molecules within 20 Å of the reaction site). C) Larger 158 

QM-cluster model.  159 

 160 

The presented putative reaction pathway consists of four steps (Figure 3). The energy values 161 

presented below were calculated using the BP86-D3(BJ)/def2-TZVPD level of theory with 162 

COSMO-RS solvation model including ΔGfreq correction. 163 

(i) In the first step, after TLR8LRR-furin complex formation, there was a straightforward path 164 

from the reactant (RE) via TS1 to the first tetrahedral intermediate (INT1), which involved C-165 

O bond formation between R455 and S368. In the RE complex, the key C-O distance was RC-166 

O= 3.09 Å. H194 was a plausible H-acceptor and formed a hydrogen bond with S368 (R= 167 

2.82 Å). Along the reaction coordinates C-O bond was formed (distances of 1.87 Å and 1.51 168 



 

Å, in TS1 and INT1, respectively) concomitant with proton transfer from S368 to H194, 169 

which resulted in the tetrahedral intermediate. The ΔG values (set at 0.0 kcal/mol for RE) 170 

were 21.8 and 20.7 kcal/mol for TS1 and INT1, respectively. This step might or might not be 171 

also mediated by a water molecule present between H194 and S368. This water molecule 172 

could serve first as a proton shuttle and then stabilise the tetrahedral intermediate. The RE 173 

complex with a water molecule present between H194 and S368 differed in energy from the 174 

initial structure only by 1.3 kcal/mol. However, TS1 in a water-mediated scenario had ΔG of 175 

24.8 kcal/mol, hence we did not proceed with this pathway. 176 

(ii) The second step was the C-N bond cleavage of R455 in a newly formed and rather 177 

unstable tetrahedral intermediate (RC-N= 1.43 Å in INT1). Elongation of this bond between 178 

R455 and S456 resulted in a second intermediate – INT2 (acyl-enzyme). The key distances of 179 

the C-N bond and ΔG values were RC-N= 2.30 Å and 22.4 kcal/mol for TS2,  and RC-N= 3.35 180 

Å and 15.8 kcal/mol for INT2. This bond cleavage was accompanied by proton transfer from 181 

H194 to the N-terminus of S456. 182 

(iii) Further, to hydrolyse the ester bond between R455 and S456, the catalytic water 183 

molecule came into the active site. After activation by H194 (as a proton acceptor), this water 184 

molecule formed the C-O bond, which resulted in a following tetrahedral intermediate (INT3) 185 

via the TS3 – energy barrier of this step was 12.1 kcal/mol. The ΔG values of TS3 and INT3 186 

were 27.9 and 19.6 kcal/mol, respectively. The C-O bond distance decreased from 3.8 Å of 187 

INT2 via 1.90 Å in TS3 towards a fully created C-O bond of 1.47 Å in INT3. 188 

(iv) The last step of the reaction led to the regeneration of the active site and the release of the 189 

final product. The C-O bond of R455 and S368 was elongated and fully cleaved (RC-O= 1.47 190 

Å, 1.87 Å, and 3.26 Å in INT3, TS4, and PROD, respectively). The barrier of this last step 191 

was 6.3 kcal/mol and the ΔG values of TS4 and PROD were: 25.9, and -14.8 kcal/mol, 192 

respectively. During the investigation, the first considered product contained a carboxyl 193 

group in R455. Since this group was in close proximity to H194, it resulted in a spontaneous 194 

deprotonation of R455 and formation of the most stable product. Alternatively, we observed a 195 

possibility of transferring the proton from the R455 carboxyl group to the S456, however, it 196 

did not have the lowest energy. Comparison of product structures and their energies is 197 

provided in Supplementary Figure S2. 198 

Cartesian coordinates of all optimised structures at various levels of theory are available in 199 

the provided repository. 200 

  201 



 

 202 

Figure 3 A) Proposed reaction mechanism of the proteolytic cleavage of the TLR8 Z-loop by 203 

furin protease (residue numbering as in crystal structures). Furin residues are coloured in 204 

orange, TLR8 residues are coloured in cyan. B) The calculated energy profile of the reaction 205 

for key intermediates and transition states. Energies calculated at the BP86-D3(BJ)/def2-206 

TZVPD level of theory with COSMO-RS solvation model including ΔGfreq correction. 207 

 208 

 209 

Analysis of complex dynamics and interactions network 210 

 211 

Assuming that the rate of the analysed reaction allows the rearrangement of amino acids’ side 212 

chains, we used structures optimised by the QM/MM ONIOM to run MD simulations and 213 

analyse the dynamics for each reaction species. For all data, we performed the following 214 

analyses: root mean square deviation (RMSD), root mean square fluctuation (RMSF), key 215 

distances and hydrogen bond network (Supplementary Figure S3-S12, Supplementary 216 

Table S4-S9). Based on the results, we described and illustrated selected 100-ns fragments of 217 

simulations that ensured the TLR8LRR-furin complex stability and best illustrated the 218 

proposed reaction mechanism (Figure 4). 219 

 220 

For the RE complex, RMSD values oscillated in the range of 1-1.8Å, reflecting minor 221 

variations in the residues’ side chains within the defined QM region. We attributed it to the 222 

complex’s tendency to achieve and maintain the optimal geometry for initiating the 223 

enzymatic reaction. Importantly, throughout all the repetitions, the TLR8LRR-furin complex 224 

remained stable. We described the part of the simulation (the second 100-ns fragment from 225 



 

the first repetition) that was used to select the frame for the QM and QM/MM calculations. 226 

We observed that the ε-nitrogen of H194 and the hydroxyl hydrogen of S368 were 227 

consistently positioned within 2 to 3.3 Å and could form a hydrogen bond for 58% of the 228 

time. Similarly, the distance between the hydroxyl oxygen of S368 and the carbonyl carbon 229 

of R455 maintained a value of ~3.3 Å. The values of the angle measured between the 230 

hydroxyl oxygen of S368 and the carbonyl group of R455 fluctuated around 80°, which 231 

corresponded to the nucleophilic attack criterium requiring a value close to 90°. The distance 232 

between the carbonyl oxygen of R455 and amino hydrogen of N295 displayed small 233 

fluctuations within a range from 2 to 4 Å. Notably, we identified an interaction at ~3.3 Å of 234 

R455 carbonyl oxygen with main chain amide hydrogen of T367. We observed the possibility 235 

of forming the hydrogen bond between the carbonyl oxygen of R455 and main chain amide 236 

hydrogen of S368 (28%). Furthermore, the distance of about 2 Å between the carboxylate 237 

oxygen of D153 and the hydrogen atom of the δ-nitrogen of H194 remained consistent. For 238 

these atoms, we confirmed the possibility of forming a hydrogen bond (96%). Additionally, 239 

we identified the possibility of forming hydrogen bonds with solvent molecules by D153 240 

carboxylate oxygen (18%), H194 ε-nitrogen (17%) and S368 hydroxyl group (11%). 241 

 242 

For the INT1 species, the RMSD values were in the range of 0.5-1.2 Å. Amino acids 243 

involved in the reaction retained a stable arrangement during the analysed MD simulations. 244 

To provide details, we selected the second 100ns-fragment from the fourth repetition. We 245 

focused on the scenario resulting from the reaction profile, where the stabilisation of the 246 

oxyanion takes place directly by an amino acid from the oxyanion hole. We observed that the 247 

negatively charged oxygen of R455 was stabilised by both the amino group of N295 (96% of 248 

the time) and main chain amide hydrogen of S368 (93%), positioned at the distance close to 2 249 

Å. Similarly to the RE, the distance between the R455 carbonyl oxygen and N-terminus 250 

amino hydrogen of T367 was below 3.3 Å. The interaction between the δ-nitrogen of H194 251 

and the carboxyl hydrogen of D153 was stable (96%) and maintained at ~2 Å. Additionally, 252 

we identified the hydrogen bond between one of the carboxyl oxygens of D153 and the 253 

solvent (91%). We also noticed that the hydrogen atom placed on the ε-nitrogen of H194 was 254 

oriented towards the N-terminus nitrogen of S456, keeping the distance within 3-4 Å. 255 

 256 

RMSD values for the INT2 species ranged from 0.8 to 1.5 Å. We linked the observed 257 

fluctuations with the increased flexibility of the S456, which is a direct consequence of the 258 

cleavage of the peptide bond between R455 and S456, as well as with the flexibility of the 259 

remaining amino acids from the TLR8LRR-furin interface, surrounding the defined QM 260 

region. To characterise details, we focused on the second 100-ns fragment from the fifth 261 

repetition. We indicated the interactions of H194 ε-nitrogen with solvent molecules 262 

throughout 74% of the time. Also, the carboxylate oxygen of D153 and the hydrogen atom 263 

placed on the δ-nitrogen of H194 were consistently positioned within close proximity of 2 Å, 264 

with a possibility of forming hydrogen bond (99%). Notably, we observed the possibility of 265 

forming multiple hydrogen bonds with solvent molecules by the newly released S456 N-266 

terminus amino group (nitrogen - 30%, hydrogens - 26% and 18%). 267 

 268 

For the INT3 species, RMSD values ranged from 0.6 to 1.5 Å, with some peaks up to 2 Å 269 



 

observed in a single repetition. Again, we attributed the fluctuations to the flexibility of 270 

residues outside the defined QM region and the movement of the S456. We chose the first 271 

100-ns fragment from the first repetition of the MD simulation to describe details. Depending 272 

on its orientation, the negatively charged oxygen of R455 could be partially stabilised by 273 

hydrogen bonds with either ε-nitrogen of H194 (40% of the time) or the N-terminus amino 274 

group of S368 (23%). However, much stronger stabilisation was achieved by interaction with 275 

solvent molecules (150%). We observed that the δ-nitrogen of H194 and the carboxyl 276 

hydrogen of D153 were positioned at ~2 Å from each other and formed a hydrogen bond 277 

(97%). Similarly to INT2, we indicated the possibility of forming multiple hydrogen bonds 278 

with solvent molecules by the S456 N-terminus amino group (nitrogen - 68%, hydrogens - 279 

21%, and 16%) and additionally by the R455 tetrahedral intermediate hydroxyl group (71%). 280 

 281 

For the PROD species, we observed that the RMSD values were consistently within 0.5-1.2 282 

Å, with a single exception reaching 1.8 Å. These fluctuations were independent of residues 283 

within the defined QM region. To provide details, we selected the first 100-ns fragment from 284 

the fifth repetition of the MD simulation. The carboxylate group of R455 could be stabilised 285 

by hydrogen bonds formed with the hydrogen positioned on ε-nitrogen of H194 (18% of the 286 

time), the amino group of N295 (15%) and the main chain amide group of S368 (30%). 287 

Additionally, we observed strong interactions between the oxygens of the R455 carboxylate 288 

group and water molecules (137%, 105%). In the analysed fragment, the orientation of R455 289 

carboxylate group varied, often positioning it within a distance of less than 3.3 Å from the ε-290 

nitrogen of H194, main chain amide hydrogen of T367, and main chain amide group of S368. 291 

D153 residue stabilised catalytic H194 by hydrogen bond (97%), keeping the distance 292 

between the δ-nitrogen and the carboxyl hydrogen ~2 Å. Additionally, we found interactions 293 

between solvent molecules and a hydrogen atom placed on the ε-nitrogen (16%) and S368 294 

hydroxyl group (19%).295 



 

Figure 4 Analysis of interaction network for the consecutive steps of the proteolytic cleavage reaction for the TLR8LRR-furin complex (RE, 296 

INT1-INT3, PROD). Results are shown for the selected 100-ns fragments of MD simulations. A) Hydrogen bond formation frequencies between 297 

amino acids in TLR8LRR-furin complex. B) Hydrogen bond formation frequencies between water molecules and amino acids in the TLR8LRR-298 

furin complex. Only those hydrogen bonds are shown, for which the percentage of occurrence was above 10% in the analysed fragment of 299 

simulation. The frequency exceeding 100% means that more solvent molecules fulfilled the criteria to form hydrogen bonds.300 



 

Analysis of water molecules reorganisation  301 

 302 

To get a better understanding of the behaviour of solvent during each step of the reaction, 303 

first, we performed radial distribution function (RDF) analysis. We evaluated the probability 304 

of finding water molecules within the reaction site, defined as the region within the centre of 305 

geometry of carbonyl carbon of R455 from TLR8 and ε-nitrogen of H194 from furin. This 306 

analysis showed differences in the function’s variability between the reaction steps. In 307 

general, we observed a notable increase in the probability of finding water molecules within 308 

the reaction site, as the reaction progressed (Supplementary Figure S13). However, the 309 

RDF analysis did not specify the exact location of water molecules. Therefore, we tracked 310 

water molecules within the reaction site, computed the volumes of regions (inner pockets) 311 

penetrated by water molecules and described the high-density water sites (hot-spots)22,23. 312 

Information about the volumes of inner pockets is presented in Supplementary Table S10. 313 

Below, we describe RDF, inner pockets and the identified hot-spots for previously selected 314 

100-ns fragments of MD simulations and show the results in Figure 5. 315 

 316 

For the RE complex, we did not detect any prominent peaks near the pre-defined reaction 317 

site. Within a distance 2.25 to 6.75 Å from the reference point, normalised water density 318 

values gradually increased to reach a value of 0.23. Despite a minor decline, values 319 

consistently ranged between 0.20-0.30. Based on the distribution of the inner pocket (volume 320 

of 113 Å3), we observed that only the vicinity of H194 and S456 could be penetrated by 321 

water molecules. We observed relatively small hot-spots, with only one located in the 322 

proximity to the reaction site, near the ε-nitrogen of H194. 323 

 324 

For the INT1 species, we observed a gradual incline of RDF within 2.75 to 8.25 Å, where the 325 

maximum value of 0.28 was reached. Further, values slightly dropped but remained stable 326 

within the 0.20-0.26 range. The region for possible penetration by water molecules was larger 327 

than for the RE complex (156 Å3), and was divided into several pockets. Similarly to the RE 328 

complex, none of the observed pockets covered the cleavage site. We identified a few hot-329 

spots, however, none of them was located in a direct proximity to the reaction site. The 330 

biggest hot-spot was trapped between D153, H194, and S368. 331 

 332 

For the INT2 species, we observed a different pattern of RDF. There was a broad peak from 333 

2.75 to 6.25 Å reaching the maximum of 0.27 at the distance of 3.25 Å. In comparison to 334 

previous complexes, increased width of the peak suggests a higher possibility of finding 335 

water molecules within the area of interest. The distribution of the inner pocket (140 Å3) 336 

reflected the available space resulting from the cleavage of the peptide bond between R455 337 

and S456. Additionally, we observed the appearance of a separate, relatively small pocket, 338 

yet tightly filled by water, located more deeply in furin. We observed several massive hot-339 

spots crowded in the reaction site. We could associate these findings with the fact that during 340 

this step of the reaction, a water molecule is needed to serve as a substrate in bond hydrolysis. 341 

 342 

For the subsequent INT3 species, unlike for INT2, the first peak was sharp and reached a 343 

maximum of 0.58 at 3.75 Å. Further, we observed a gradual decline to 0.19 at 6.75 Å, 344 



 

followed by a stabilisation ~0.25. The distribution of the inner pocket indicated a large 345 

internal space available for water penetration (373 Å3). Notably, a significant part of the inner 346 

pocket was oriented towards furin’s core, indicating that water molecules may be crowded in 347 

the interior of the furin. In comparison to other species, we observed the highest number of 348 

middle-size hot-spots. They were placed not only in the reaction site as in the INT2 species, 349 

but also deeper in the furin’s core. 350 

 351 

For the PROD species, the pattern of the function remained similar as for the INT3 species. 352 

However, the observed peak was sharper and narrower, with the maximum of 0.60 at 3.25 Å 353 

distance. Then, RDF values declined gradually to reach 0.14 at 5.25 Å. Following a small 354 

increase, values stabilised ~0.25. The inner pocket (277 Å3) was extended throughout a 355 

relatively narrow and elongated region between the furin and TLR8 interface. It was 356 

accompanied by an additional smaller void, reaching the furin’s core. We identified hot-spots 357 

mostly placed within the above mentioned interface. Particularly, the biggest hotspot was 358 

located between H194 and the C-terminal carboxylate group of R455. Two other big hot-359 

spots were observed close to the carboxylate group of R455 and one in the vicinity of the N-360 

terminal amino group.361 



 

Figure 5 Analysis of water molecules reorganisation for the consecutive steps of the proteolytic cleavage reaction for the TLR8LRR-furin 362 

complex (RE, INT1-INT3, PROD). Results are shown for the selected 100-ns fragments of MD simulations. A) Radial distribution function 363 

(RDF) plots illustrating the probability of finding water molecules around the reference point set as the midpoint between the carbonyl carbon of 364 

R455 in TLR8 and ε-nitrogen of H194 in furin. B) Distribution of the solvent densities - inner pockets (shown as violet mesh). C) Identified 365 

high-density water hot-spots (shown as grey spheres). The density of hot-spots is reflected by the size of the presented spheres.366 



 

Discussion 367 

 368 

Understanding the mechanisms underlying the immune response is crucial for advancing our 369 

knowledge of an organism’s defence. One such mechanism is the proteolytic cleavage of the 370 

Z-loop in some members of the TLR family. This process is essential for several reasons: it 371 

allows proper receptor dimerisation, facilitates its activation, and introduces a control 372 

mechanism by preventing inappropriate or excessive immune reactions5,6,9,10. In our study, 373 

we focused on investigating the molecular bases of the proteolytic cleavage of TLR8. We 374 

relied on information suggesting the involvement of furin protease in this process11. We 375 

employed in silico methods not only to propose the reaction pathway but also to shed light on 376 

the potential changes in this system, emphasising the role of water molecules. 377 

 378 

We proposed a putative reaction pathway for the proteolytic cleavage of the TLR8 Z-loop by 379 

furin, comprising acylation, deacylation, and product release steps, in line with the general 380 

mechanism of serine proteases16. To the best of our knowledge, no computational studies 381 

have provided theoretical details of the entire cleavage mechanism by this enzyme. 382 

Rungrotmongkol et al.17 studied only the first step of the acylation process in furin 383 

complexed with the H5N1 avian influenza virus. They reported that the formation of 384 

tetrahedral intermediate (INT1) involves a simultaneous transfer of a proton from S368 to 385 

H194 and a nucleophilic attack on the peptide bond, observations we also made. Such 386 

concerted acylation distinguishes furin from other proteases, where this part of reaction is 387 

typically step-wise24. It is generally accepted that the rate-limiting step in serine proteases is 388 

determined by the formation of the INT125,26. Our results align with this, as the initial step in 389 

the proposed reaction pathway has the highest energy barrier, at 21.8 kcal/mol. In their study, 390 

Rungrotmongkol et al. reported an energy barrier of 16.2 kcal/mol which was in agreement 391 

with experimental activation energies (14-21 kcal/mol), converted from the observed rate of 392 

cleavage reaction by furin at various substrates and experimental conditions27–29. A 393 

subsequent study30 carried out for various synthetic peptides also provided kinetic parameters 394 

which, when recalculated according to the Eyring equation31, gave similar activation energy 395 

values. Notably, among the peptides studied, one featured the same RKRR↓S motif as present 396 

in the analysed TLR8 Z-loop. For this peptide, the calculated energy barrier was 16.8 397 

kcal/mol. We obtained activation energy higher only by 5 kcal/mol which is in a good 398 

agreement with experimental values, considering the expected accuracy of DFT. It should be 399 

noted that in the experimental study, only small synthetic peptides were examined, whereas 400 

our computational work was intended to investigate the cleavage within a large 401 

macromolecule. The interaction of these two macromolecules requires continuous adjustment 402 

between them, which may also contribute to a rather slow reaction rate. As we demonstrated, 403 

the energy of INT1 is higher compared to the reactant (RE) complex (20.7 kcal/mol). This 404 

indicates that the first step of acylation is endothermic, which is in general agreement with 405 

previous study16. However, even though we observed that the subsequent species, the acyl-406 

enzyme (INT2), has energy lower than the INT1 (15.8 kcal/mol), it is not lower than the RE. 407 

Thus, we could not confirm that the acylation process catalysed by furin is exothermic, as 408 

shown in the studies of other serine proteases32–34. As we mentioned, the deacylation process 409 

in the furin protease has not been previously studied with theoretical methods. In our study, 410 



 

in the first step of this process, we observed the formation of tetrahedral intermediate (INT3), 411 

slightly higher in energy (19.6 kcal/mol) than the previous INT2. Later, the reaction led to the 412 

formation of the energetically favourable product (-14.8 kcal/mol), which indicates that the 413 

entire enzymatic reaction is exothermic. Our findings correspond to the proposed general 414 

energy profile of serine proteases24. 415 

In the final step of the proteolytic cleavage, one might expect the presence of a carboxyl 416 

group in R455, since such an arrangement of atoms was present in the previous step (INT3). 417 

Considering that the reaction takes place in an aqueous solution (pH ~6.5), we could expect 418 

ionisation of the terminal groups. The pKa of arginine carboxyl group and serine amino 419 

group (1.8 and 9.2, respectively), indicate potential proton transfer. Such a product was 420 

obtained and it exhibited lower energy. Another plausible scenario involved transfer of the 421 

proton from the carboxyl group of R455 to ε-nitrogen of H194, which is also supported by 422 

pKa of  histidine side chain (6.04). Indeed, those atoms were positioned in close proximity, 423 

facilitating the spontaneous deprotonation of R455 and formation of the most energetically 424 

stable product. 425 

 426 

Given the assumption of a relatively slow reaction rate, we analysed potential rearrangements 427 

in residues’ side chains and water molecules within the reaction site. Overall, we observed 428 

that reorientation of side chains are quite subtle, however, they still occur. They primarily 429 

aim to achieve the optimal positioning for initiating the enzymatic reaction, and subsequently, 430 

they adjust to facilitate further reaction steps. Notably, any significant deviations in the side 431 

chain dynamics could disturb the reaction progress. Thus, our observations of only subtle 432 

changes, in addition to the results obtained from the QM calculations, may indicate that the 433 

analysed reaction is feasible. The changes in the positioning of water molecules during the 434 

catalytic cycle are more substantial and crucial. First of all, we noticed significant differences 435 

in water molecules distribution at various stages of the reaction. At the very beginning, there 436 

were almost no water molecules present in the vicinity of the reaction site. As the reaction 437 

progressed, solvent molecules first occupied the reaction site and furin’s interior, and then 438 

moved towards the TLR8LRR-furin interface. Not only positioning of water molecules may 439 

vary, but also roles which these molecules exhibit. 440 

In the proteolytic cleavage, the fundamental role of water is to act as a substrate in the acyl-441 

enzyme hydrolysis35, which we confirmed. However, we also postulate that it plays a 442 

supporting role in the remaining reaction steps. For the high-energy tetrahedral INT1 and 443 

INT3 species, it was crucial to ensure a proper stabilisation of the negative charge that 444 

develops on the R455 oxygen atom as the reaction progresses. We confirmed that the 445 

oxyanion hole region formed by N295 together with S368 and T367 provides such 446 

stabilisation. However, in some repetitions of MD simulations, we noticed water molecules 447 

being close enough to assist or even take over the stabilising function from these residues. 448 

Similar role of water molecules in the stabilisation of oxyanion was also observed in other 449 

serine proteases36–38. Moreover, the detected water hot-spots in RE, INT3 and PROD species 450 

indicate that solvent molecules could function as a proton shuttle between H194 and other 451 

residues. We hypothesise that water-mediated proton transfer has the potential to lead to 452 

alternative reaction pathways and influence the energy profile. Lastly, our observation of 453 

water movement towards the TLR8LRR-furin interface might indicate involvement of solvent 454 



 

molecules in the dissociation process of these macromolecules. An increased presence of 455 

water molecules between these macromolecules could potentially weaken the strong 456 

electrostatic interactions holding the complex together, facilitating its separation. As Meyer 457 

reported, water molecules may occupy the space previously filled by a ligand, thus aiding the 458 

release of products in serine proteases39. The presented hypotheses, however, require further 459 

investigation that will consider not only the molecular interactions over extended timescales 460 

but also the accurate modelling of the environment, for instance, through the selection of 461 

suitable water models. 462 

 463 

In this study, we showed how various in silico methods can be combined to characterise not 464 

only the putative enzymatic reaction mechanism but also the dynamic changes occurring in 465 

the system, especially for water molecules. This includes AI-based structure prediction, MD 466 

simulations, QM-only and QM/MM calculations, as well as small-molecule tracking 467 

combined with local-distribution methods. Such a methodological guide can offer an 468 

alternative to the ab initio molecular dynamics approach, whose applicability is limited when 469 

dealing with large biological systems, like the analysed complex. 470 

 471 

 472 

 473 

 474 

 475 

  476 



 

Methods  477 

 478 

A complete description of employed methods and computational setups is available in 479 

Supplementary Information. This includes: 480 

i) Prediction of the TLR8LRR-furin complex performed with AlphaFold-Multimer18, 481 

ii) MD simulations of TLR8LRR-furin reactant (RE) complex performed with AMBER1840, 482 

iii) QM calculations performed with Turbomole 7.6 software41 , 483 

iv) QM/MM ONIOM calculations performed with Gaussian 16, Revision C.0142, 484 

v) MD simulations of TLR8LRR-furin intermediate species and product (INT1-INT3, PROD) 485 

performed with AMBER18 and AMBER2243, 486 

vi) Analysis of the interaction network among residues from TLR8, furin protease and 487 

solvent molecules performed with AmberTools cpptraj program44, 488 

vii) Tracking of water molecules and identification of hot-spots performed with AQUA-489 

DUCT 1.0 software22,23. 490 

 491 

Generated data is available in the provided repository: 492 

 https://doi.org/10.5281/zenodo.10082614  493 
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