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PREFACE

Due to the current proliferation of ICs the need of more and more powerful design tools is 
becoming apparent. It spans from basic synthesis up to sophisticated verification for all design 
levels. Great effort has already been made to cover this need in digital domain. In the 
analogue domain, however, circuits are usually designed and verified at the device level, 
despite the fact that device verification level is very CPU intensive. In particular, the analogue 
or mixed A/D simulation of large systems performed at the so-called SPICE-level suffers 
from an excessive amount of computer resources even when provided with some speed-up 
mechanisms. Hence, following the top-down design strategy, the analogue modelling and 
simulation adequate also for higher levels of abstraction are actually important objectives. On 
the other hand, high-level, rough models are usually no more sufficient. Consequently, a new 
generation of models/macromodels (e.g. functional level) tend to comprise more 
specifications, in order to provide a designer with more detailed verification results prior to 
step down to lower design levels. Clearly, timing specifications are of particular interest in 
most cases. Since the respective timing models are usually based on differential equations, 
their typical implementation requires very CPU-time consuming procedures.

Recently, a novel piecewise linear (PWL) approach has been proposed to cope with this 
problem [DAB94, DAB95, DAB99F], It can be applied to analogue or mixed analogue/ 
digital networks represented mainly at the functional level. The PWL approach feature: the 
PWL signals, inertial building blocks as basic modelling units and the explicit simulation 
algorithm to solve network equations. Also digital primitives can be performed accurately 
using a similar PWL technique [RUA91, DAB96K] rather than logic states. However, the 
PWL approach cannot be easily extended to complex digital blocks defined by behavioural 
description, since it is difficult to propagate adequately the non-Boolean values (rise, fall) 
through behavioural models [BRE76, ARM88], Hence, for an inner part o f the complex 
digital model the behavioural description based on logic states is preferred, whereas the input 
and output stages o f it use the PWL technique, when interfacing with analogue models. In 
fact, they play a role of analogue-to-logic and logic-to-analogue converters that enable signal 
propagation between the analogue- and digital domain.
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Over the last five years the primary ideas evolved to more advanced macrosimulation 
techniques covering a spectrum of PWL macromodelling issues and the relevant simulation 
algorithms. They comprise feedback loops or high-order analogue blocks, and on the other 
hand, the PWL waveform relaxation or “error-compensated” PWL approximation. An effort 
has been made to implement the PWL approach in VHDL as well.

The purpose o f preparing this book was to summarise the work and experience gained with 
PWL macrosimulation over that period of time. Several people contributed to this work. The 
author would like to thank his colleagues of Silesian University of Technology, Dr. Jacek 
Konopacki who developed some primary models and assisted during the early simulation 
experiments, and Dr. Andrzej Pulka who performed the VHDL implementation.

Special thanks are given to Prof. Adam Macura who headed the Division of Circuit and 
Signal Theory at Institute o f Electronics, Silesian University o f Technology over the past 
three decades, for his fruitful encouragement to writing this monograph.

The financial support of Polish Committee for Scientific Research (KBN) under grant 
No. 8T1 IB 04 113 is also gratefully acknowledged.

Finally, the author would like to thank his wife and daughters for their patience and 
understanding during the many days and weekends spent on preparing this monograph.
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1. INTRODUCTION

M ode lling  and sim ulation p lay a m ajor role in  the process o f  designing electronic circuits. B y 
using a simulator, a designer is able to evaluate the performance o f  the design p rio r to enter the 
expensive m anufacturing process. A s the algorithms became reliable and the models mature, 
simulators along w ith  other nowadays C A D  tools have com pletely replaced the traditional 
breadboarding techniques, in  particular when designing V L S I circuits.

Basically, there are two main approaches to sim ulating an electronic circuit. The firs t assumes 
the c ircu it to be a continuous dynamical system, usually described by a set o f  d ifferentia l 
equations w ith  electrical variables such as voltages or currents. The involved circuit simulator 
after resolving this set o f  equations num erically is expected to provide detailed waveforms at the 
c ircu it’s nodes and branches. Beside this so-called transient analysis, also other tasks exist in 
c ircu it s im ulation, such as D C  analysis, A C  analysis or Fourier analysis. For a particular circu it 
analysis usually ind iv idua l algorithms and models are required [CHU75, R U E 86 , M C C 88, 
OGR95],

The other approach to sim ulation makes use o f  some prescribed discrete states o f  the circuit 
rather than o f  continuous node voltages or branch currents. The in-between states are ignored in 
this sim ulation, so it  is on ly adequate fo r a lim ited class o f  circuits. These, however, are the most 
popular d ig ita l (or log ic) circuits. The relevant d ig ita l (or logic) simulation is based p rim arily  on 
simple log ic  operations (Boolean or m ultip le-valued) w ith  dynamics modelled by delaying the 
signal transitions between the discrete levels [SZY76, BRE76, D EM 81, H A Y 82, BRY87, 
SAL94],

The log ic s im ulation and the c ircu it simulation, also referred to as electrical, began to emerge in  
1950s fo llo w in g  the use o f  the firs t computers. U n til 1970s each o f  them has been developed 
separately [PED84]. The early logic sim ulation has been oriented m erely towards gate-level and 
register transfer-level m odelling, whereas the circu it sim ulation towards transistor-level 
m odelling, usually fo r analogue circuits.

The need o f  more e ffic ien t sim ulation tools has been stimulated by the progress in  technology 
and designing o f  ICs. Several new concepts have been developed and incorporated in to existing 
sim ulation techniques (e.g. partitioning, relaxation, ordering, macrom odelling) [B O Y 74, RAB79, 
R U E 86 , W H I87 , V A C 9 3 ]. A lso  a new sim ulation level, the switch-level, adequate fo r M OS 
d ig ita l networks has been proposed and implemented in several ways [B R Y 87, K IM 88 , 
R A 0 8 9 ],

A t  present the V L S I designing is a hierarchical process, wh ich starts usually w ith  a high-level 
behavioural (and/or architecture) description o f  the c ircu it based on prim ary specifications. The 
synthesis proceeds “ top-dow n”  by translating this high-level description to low er levels such as 
register/functional level, gate-, switch-, transistor level and it terminates at the physical-mask 
level. The synthesis is accompanied by design verification that concerns design rules checking
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electrical rules checking and predicting o f  the c ircu it performance. S im ulation tools must support 
the la tter task. Since the verifica tion  is performed at d ifferent design levels, the needed 
sim ulators (inc lud ing  models/macromodels) must span from  lower- to upper levels o f  
abstraction. M oreover, to cope w ith  m ixed A /D  circuits the required class o f  algorithm s and 
models m ust be substantially enlarged as compared to purely d ig ita l designs.

1.1 Levels of simulation

To enter the designing process a com plex c ircu it is in it ia lly  described at the behavioural level in  
a hardware description language such as V H D L , V H D L -A M S  or H D L -A  [IEE93, IEE98, 
A N A 9 4 ], Some v irtua l components o f  the c ircu it (system) to be designed may be defined as 
structural- o r behavioural blocks. The structural blocks define interconnections between blocks, 
whereas behavioural describe a set o f  operations to be performed in  the system. A fte r com piling 
the model code, a behavioural sim ulator can be used to ve rify  the system input/output behaviour. 
This s im u lation m igh t be used e.g. fo r ve rify ing  o f  the system tim ing  fo r a signal processor or 
checking a com m unication protocol fo r a local area network. In this phase o f  designing, specific 
internal structures are not considered.

A t the register-transfer level (R T L ) the system behaviour is mapped in to a structure o f  functional 
blocks such as A LU s, M U X s , registers, D AC s o r sample-hold am plifiers. S im pler units like  
log ic  gates m igh t be accepted as we ll. P rim arily, the term R T L  has been reserved fo r d ig ita l 
systems [BR E75], A t  present i t  covers additiona lly m ixed A /D  systems, and hence, it  is 
alternatively called the functional level [R U A 91]. A t this level, sim ulation is used to verify  
correctness o f  register transfers, A L U  operations o r interfacing w ith  analogue functional blocks 
and propagation o f  analogue signals. The functional level (o r R T L ) sim ulation is w e ll suited to 
evaluate alternative architectures o f  the system to be designed. In  typica l cases, however, the 
tim in g  specifications i t  provides are rather crude. Certain failures, such as races and hazards fo r a 
d ig ita l subsystem or incorrect waveform s (e.g. ring ing, overshoot) fo r its analogue counterpart 
m igh t not be detected.

Gate-level or (logic) sim ulation is used to ve rify  the logica l correctness o f  the d ig ita l network, 
when represented by  log ic gates such as inverters, N A N D s, NORs o f  flip -flops. The simplest 
models use tw o  Boolean log ic states, accomplished by unknown state X  and high impedance 
state Z, i f  applicable [BRE76, R AG 89]. M ost gate-level simulators adopt event-driven and 
selective-trace algorithm s to make use o f  latency o f  the d ig ita l network. That is, i f  a change o f  a 
logic signal occurs (called the event) at the gate input, the gate output needs to be evaluated. 
Otherwise, i t  is said to be latent, and no CPU tim e is spent on this gate. In  fact, a ll gates (called 
the fan-outs) w ith  input connected to the node, where an event occurred are scheduled to produce 
a transition at the output after the prescribed delay time. To contro l the log ic events a time queue 
or time wheel is used. This k ind  o f  sim ulation is capable o f  detecting glitches, races o r hazards. 
A n  im portant application o f  gate-level sim ulation is fau lt s im ulation perform ed in  order to 
determine w h ich  potentia l c ircu it faults (usually stuck-at faults) could be detected by given test 
patterns. M ore  subtle effects arising fo r M O S circuits like  b i-d irectiona lity  o r charge sharing can 
also be m odelled at the expense o f  more log ic  states introduced. However, there are two 
problems w ith  this approach. These are: lo w  accuracy o f  the obtained sim ulation results and 
extra w o rk  required to translate the design to a fo rm  suitable fo r the simulator. That is, in  some 
cases extra gates m ust be added to the orig ina l gate structure to  meet the sim ulator requirements. 
A s a consequence, a drawback also appears during the layout verifica tion  due to inconsistency 
between the tw o  databases [K O N 95 ].
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For the M O S d ig ita l circuits the switch-level sim ulation is preferred. The sw itch-level logic 
simulators model a M O S c ircu it as a set o f  nodes connected by transistor switches [H A Y 82, 
B R Y 84, B R Y 87], Node voltages are represented by a few  discrete log ic levels, usually 1, 0, X  
and U  (un in itia lised). The sw itch model o f  a transistor is controlled by a voltage level applied to 
its gate. Transistors are assigned discrete strength values that reflect channel conductances when 
fu lly  on. A dd itiona lly , the nodes are considered to provide capacitive charges. Hence, they are 
assigned the so-called sizes. The power- and ground node are assigned the m axim um  size, 
whereas the other nodes smaller sizes accordingly to the ir relative capacitance values. Switch- 
level simulators usually partition the transistor network in to channel-connected components 
(rather than in to  log ic  gates), w h ich  consist o f  transistors connected by drain- and source nodes. 
The signal paths they constitute (a path begins at power- or ground node) are then examined to 
determine node states. L ike  in a gate-level simulator, also here the event-driven algorithms are 
exploited. The interaction between different paths occurs on ly at transistor gate terminals. This 
approach allows to model m utua lly coupled elements (b i-d irectionality), charge sharing or pre­
charged busses. Some rough tim ing  specifications can be incorporated as well. However, precise 
tim in g  in fo rm ation  is not usually provided.

This has led to the development o f  switch-level timing simulation, sometimes referred to as 
sw itch-level s im ulation oriented electrically (rather than logically). Several approaches have 
been used to perform  this k ind o f  sim ulation [CHW 75, TER83, K JM 88 , R A 0 8 9 , VIS91, 
K O N 95 ]. The sw itch-level tim ing simulators seem to bridge the existing gap between electrical 
and log ic  sim ulation, since these simulators apply s im plified (in  different ways) methods o f  
electrical sim ulation to d ig ita l networks. A  variety o f  methods have been used to provide tim ing 
delays: table look up, em pirical equations, RC trees, Asym ptotic W aveform  Evaluation (A W E ) 
or inverter analysis techniques. M ore accurate results may be obtained w ith  the so-called 
variable-accuracy timing simulation [T S A 86 , K IM 88 , V IS91] that also is considered as a k ind o f 
sw itch level sim ulation. A  comprehensive overview o f  the switch-level simulators is given in 
[K O N 95 ],

Electrical simulation (or circuit simulation) provides the detailed tim ing  waveforms o f  a circuit. 
It  is m ain ly  invo lved w ith  the transistor level o f  a design. A t this level a c ircu it is represented by 
RLC elements, diodes, transistors o r voltage- and current sources. The c ircu it equations m ight be 
arranged w ith  the m odified nodal-analysis technique based on the K irc h h o ff laws, and next 
solved w ith  a stable im p lic it integration method fo llow ed by the New ton algorithm , fina lly  
supported by the sparse Gaussian e lim ination [N AG 75], Electrical sim ulation is the most 
accurate, bu t requires large m emory resources and the longest CPU-tim e as compared to the 
other s im ulation levels. Besides, c ircu it sim ulation has to cover other needs, typica l in  designing 
o f  analogue circuits, such as DC characteristics, frequency behaviour or temperature analysis.

The d iffe rent sim ulation levels can be compared as shown in Table 1.1 [S A L94]. The relative 
run-tim e cost and accuracy is provided fo r a hypothetical d ig ita l V L S I c ircu it. C learly, the 
progression from  behavioural level to electrical level provides an increase in  accuracy at the 
expense o f  more CPU-tim e required. On the other hand, the m axim um  size o f  the c ircu it to be 
simulated decreases w h ile  the accuracy o f  sim ulation increases. This table reflects, to some 
extent, also the hierarchical designing process.

Apparently, the analogue circuits have not been addressed at the gate- and switch-level 
sim ulation. In  fact, when extended to m ixed A /D  circuits, those levels are adequate to cover a 
class o f  analogue macromodels [BO Y74, RUE78, R A B79, CAS91] as w e ll, although circu it 
sim ulation technique is usually used fo r them. Observe that this gives rise to the mixed-mode 
simulation. On the other hand, in  order to distinguish from  the transistor level, the analogue 
macrom odel-level m ight be considered too. C learly, this classification is by no means strict.
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Table 1. R e la t iv e  c o s t  a n d  a c c u ra c y  o f  d if fe re n t s im u la tio n  lev e ls

Le ve l R e la tive

Cost
C a p a b ility  and A ccuracy

Behavioural

RTL/Functiona l

Gate

Sw itch

T im in g

E lectrical

1

10

100

1000

10000

1000000

A lgo rithm ic  verification, some tim ing  in form ation 

Functional verification, some tim ing  in form ation 

Functional verification, first-order tim ing  in form ation 

Functional verification, first-order tim in g  in form ation 

Detailed w aveform  inform ation, variable accuracy 

M ost accurate fo rm  o f  sim ulation

There are several reasons fo r using tw o o r more sim ulation levels simultaneously. One common 
situation arises fo r m ixed signal A /D  circuits, as mentioned above. In  this case analogue portions 
o f  the c ircu it m igh t be treated w ith  a c ircu it (electrical) simulator, whereas the digita l 
counterparts, w ith  a log ic  or tim ing  simulator. C learly, an interface between d iffe rent domains 
w ou ld  be required fo r this mixed-mode simulation. Besides, an ideal sim ulator fo r V L S I circuits 
could be thought as one, w h ich  merges the speed and effic iency o f  logic simulators w ith  the 
accuracy and detail o f  a c ircu it simulator. Usually, the detail and accuracy provided by the c ircu it 
sim ulator are required on ly  fo r some critica l portions o f  the circuit. That is, a simple gate-level or 
sw itch-level sim ulation is adequate to ve rify  the most c ircu itry  o f  the d ig ita l V L S I design, w h ile  
some portions, such as sense am plifiers in  m em ory circuits or sub-circuits, tig h tly  coupled via  
transmission transistors, m ight require more detailed m odelling- and sim ulation level.

Basically, the CPU -tim e can be substantially reduced w ith  the m ixed-mode sim ulation by 
choosing com putationa lly less expensive models whenever it  seems to be reasonable [S AL94], 
D iffe ren t levels o f  the design hierarchy can be addressed simultaneously. For example, at the 
R T L  level the gate-level log ic models can be used w ith  no need o f  an extra interface. Hence, this 
k ind  o f  s im ulation is referred to as mixed-level simulation. Recently, also the mixed-domain 
simulation has been introduced, e.g. to simulate switched-capacitor circuits [C H A 92, SAL96]. In 
this approach the Laplace s- or z-domain can be combined w ith  the tim e domain.

1.2 Evolution of electrical simulation

The standard c ircu it sim ulation, as implemented in  SPICE2 program [N A G 75 ], has tw o 
drawbacks when applied to large circuits. F irst, the sparse-matrix solution tim e grows super- 
linearly w ith  the size o f  the circuit. Second, d ifferent c ircu it variables tend to change at very 
d iffe rent rates. The standard sim ulator forces then every d iffe rentia l equation to be discretized 
w ith  the smallest tim e step relevant to the fastest-changing c ircu it variable. This approach 
becomes pa rticu larly  ineffic ient, when most o f  the c ircu it variables are inactive i.e., are not 
changing at all.

Several techniques have been invented and applied to avoid solving large sparse matrices and 
a llo w  d iffe rent equations o f  the system to use ind iv idua l tim e steps when integrated. These 
techniques fa ll in  tw o classes: direct decomposition and relaxation based (o r indirect). The direct 
methods (o r tearing, as they are called) use the factorisation at linear- or nonlinear equation level,
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and are aimed at retaining the convergence and stab ility properties o f  the standard circu it 
sim ulation [R A B 79, HAJ80, D EM 87], However, the tearing decomposition methods seemed to 
influence the standard c ircu it sim ulation less than the relaxation-based techniques.

I t  was the orientation towards M O S technology that has fastened the role o f  the relaxation-based 
simulators [N E W 84, W H I87]. In  fact, they a ll exp lo it the key feature o f  M O S circuits, i.e. 
unidirectionality. M O S transistors are in princip le unid irectional because the gate o f  the device is 
insulated from  the drain and the source o f  the device. I t  means that, i f  the effects o f  small 
capacitances between the gate and the other term inals o f  the device are neglected, then the gate 
voltage is independent o f  the voltages at those terminals.

The relaxation technique was firs t used in the sim ulator M O TIS  in  1975 [C H W 75] although it 
was not recognised as a relaxation simulator at that time. In  M O TIS  the Jacobi-sem i-im plicit 
integration method was exploited and accompanied by table-look-up transistor models. The 
speed-up obtained, as compared to standard simulation, was up to two orders o f  magnitude w ith  
a re la tive ly  good accuracy to ve rify  the tim ing  o f  signals. Hence, it  was called the timing 
simulator.

The im proved M O TIS , M O TIS -C  [Fan78], used the Seidel-sem i-im plicit integration algorithm. 
This sim ulator proved to be more effic ient than M O TIS  when the c ircu it equations were 
processed in  the order that fo llo w  the signal f lo w  in  the circuit. However, in  M O TIS -C  the 
equations were ordered arb itrarily  before being processed. The program SPLICE [N EW 79] was 
the first, w h ich  introduced dynamic ordering o f  c ircu it equations v ia  the event-driven and 
selective-trace algorithm s adopted from  gate-level log ic simulation. A  concept o f  the analogue 
event had to be applied.

Unfortunate ly, feedback-loop circuits or circuits w ith  tigh tly  coupled nodes (by floating 
capacitors or transmission transistors) exhibited instab ility  when analysed w ith  Gauss-Seidel or 
Gauss-Jacobi sem i-im p lic it integration algorithms. Various methods have been investigated to 
overcome this drawback. The most important o f  them were suppose the iterated timing analysis 
( IT A ) [S A L87 ] and one-step-relaxation (OSR) [H E N 85], w h ich implemented the Gauss-Seidel- 
New ton algorithms. IT A  greatly im proved the capabilities o f  nonlinear relaxation methods by 
carrying the outer relaxation loop un til convergence as opposed to simple tim ing  simulators. IT A  
was implem ented in  SPLICE3 sim ulator [S A L87], OSR performed additionally carrying the 
inner linearisation loop un til convergence. Speed-up factors up to two orders o f  magnitude have 
been reported fo r those simulators as compared to the conventional approach.

A t the same tim e, it  was also noted that relaxation techniques m ight be applied not on ly fo r the 
solution o f  algebraic nonlinear (or linear) equations but also directly the solution o f  differentia l 
equations describing the circuit. This gave rise to the waveform relaxation technique (W R) 
[LE L 82 ], w h ich  solves equations w ith  respect to variables that are functions o f  time 
(waveform s), un like the other relaxation methods w hich compute vector o f  variables. The Gauss- 
Seidel and Gauss-Jacobi algorithms have been used in the waveform  relaxation. The latter is 
particu larly w e ll suited to parallel computing [W H I85 ] implemented in R E LA X 2 simulator. W R 
algorithm s proved to converge under m ild  assumptions when applied to M OS circuits. However, 
several refinements have been introduced to the W R  to improve the convergence and reduce the 
CPU-tim e required [DEB87, W H I87], These include partitioning, ordering, latency and 
w indow ing  techniques. On a single processor the speed-up factor was shown to be up to an order 
o f  magnitude fo r large circuits as compared to standard simulation.

A  key aspect o f  decomposition-based sim ulation techniques is that the computational overhead 
needed rises almost linearly w ith  the problem size, whereas the standard sim ulation features an 
exponential dependence. Various decomposition approaches reflect also a k ind o f  hierarchy in 
c ircu it description as shown in  Fig. 1.1 [V A C 93].
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D ire c t H R e laxa tion-based
de com p os itio n  J*"-L decom position

Tearing Gauss-Seidel
B lo c k  L U  Factorisation Gauss-Jacobi

Fig.1.1. A p p lic a t io n  o f  d e c o m p o s i t io n  to  c ir c u i t  s im u la tio n

Observe that a ho le is present on the direct decomposition side at the level o f  d ifferentia l 
equations, because at this level it becomes s im ilar to relaxation-based (indirect) decomposition.

A nother im portan t aspect involved w ith  sim ulation is the macromodelling [B O Y 74, RUE78, 
R A B79, B R 0 8 8 , C AS91], The prim ary goal o f  m acrom odelling is to reduce substantially the 
CPU -tim e o f  sim ulation. C learly, some reasonable constraints had to be imposed on 
m acrom odelling, such as qualitative and quantitative s im ila rity  feature, good numerical 
possedness and predictive a b ility  [C H U 80]. As a result, m acrom odelling provides a trade-off 
between speed and accuracy. There are several approaches that can be used in  m acromodelling: 
network reducing/s im plifica tion , approxim ating o f  term inal characteristics, curve and table 
f ittin g  or m athematical functional m odelling (bu ild -up technique). A lm ost a ll sim ulation levels 
exp lo it m acrom odelling, although in some cases it is not emphasised, so that the modules 
(subcircuits) used are s im ply referred to as “ models”  rather than “ macromodels” , like  in case o f  
gate-level sim ulation.

1.3 PWL simulation

Several sim ulators make use orpiecewise linear (P W L) techniques. The prim ary goal o f  PW L 
techniques is to  avoid the linearisation step i.e., the Newton-Raphson iterations used in standard 
c ircu it s im ulation. Several algorithm s are available fo r this purpose [C H U 75, C H U 86 , BO K87], 
Basically, each nonlinear element is represented by P W L equations so the sim ulation a lgorithm  
on ly  deals w ith  linear systems o f  equations. Careful m onitoring o f  changes o f  P W L regions to
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avoid num erical inconsistency becomes an im portant task. Due to linear models (equations) this 
sim ulation has better convergence than standard simulation, and supports component m odelling 
at a ll levels o f  abstraction.

The P W L approach has also been used fo r waveforms to im prove the effic iency o f  signal 
representation in  m ixed-mode and m ixed-level simulators. A dd itiona lly , un ifica tion o f  models 
could be explo ited in  some cases.

Van Stiphout et al. implemented a P W L m ixed-signal simulator P LA TO  that used an event- 
driven approach fo r transient analysis [V A N 9 0 ], The events are grouped in to tw o classes: PL 
events and dynam ic events. PL events occur when a vector reaches the end o f  a P W L region. 
Dynam ic events are generated i f  the integration step size fo r a particular model becomes invalid 
(the integration step sizes are adjusted to m aintain accuracy and effic iency as the simulation 
progresses). The effic iency o f  this event-driven approach was increased by discretisation o f  the 
event times and thereby reducing the number o f  separate events. Further improvements to 
e ffic iency were made by forc ing the related c ircu it blocks to use the same m in im um  step size, 
reducing the recomputation o f  step sizes required.

Kevenaar and Leenaerts use s im ilar methods to P LA TO  in their simulator called P LA N E T  that 
exploits system hierarchy to run more e ffic ien tly  [K E V 91 ]. U n like  previous P W L simulators, 
P LA N E T  partitions a system into a set o f  subcircuits that can each be represented by a small 
m atrix o f  P W L equations. Each subcircuit can be solved independently a llow ing the optimum 
integration tim e steps to be used. The subcircuits are connected together by a set o f  topological 
equations describing the system hierarchy. The advantages o f  this approach over non- 
hierarchical methods increase w ith  the com plexity o f  the simulated system. Some comparison to 
SPICE estimates fo r a simple O pAm p macromodel are given.

Kruiskam p and Leenaerts used P LA N E T  fo r sim ulating circuits w ith  P W L macromodels they 
derived [K R U 96 ]. Analogue and A /D  circuits are addressed at transistor- and macromodel level. 
A  behavioural approach is used to obtain the macromodels. Because a s im ilar data format is used 
fo r a ll models, m ixed-level sim ulation can be performed by applying a single simulation 
algorithm.

Rsim  is an experimental switch-level sim ulator that was developed by Terman [TER83]. Rsim is 
capable o f  sim ulating large M O S circuits up to three orders o f  magnitude faster than SPICE. Kao 
and H o row itz  added P W L models to Rsim to fo rm  a new simulator called M om  [K A 0 9 4 ], 
w h ich preserves the effic iency o f  Rsim fo r d ig ita l circuits but improves the accuracy for more 
“ d iff ic u lt”  subcircuits. These include CM OS dynamic R A M  sense am plifiers, EC L log ic gates or 
B iC M O S  buffers. For such circuits M om  is as good as a mixed-mode sim ulator combining 
c ircu it s im ulation w ith  sw itch-level tim ing simulation.

G riffith  and N akhla have used PW L waveforms in a novel simulator fo r nonlinear frequency 
dependent c ircu its [GR I92]. This sim ulator is designed fo r transient analysis o f  high-speed 
(m icrowave) c ircu its where im properly terminated connections can adversely affect the 
transmission o f  signals. The connections cannot be simulated correctly by conventional lumped 
impedance interconnect models and must use distributed transmission line models instead. These 
models are on ly  defined in  the frequency domain. The simulator replaces nonlinear terms in the 
c ircu it equations by a set o f  P W L time-dependent waveforms. This reduces the nonlinear 
equations to a linear equation that can be solved in  the frequency domain. The transient response 
is obtained from  frequency domain solution using inverse Laplace transform.

C ottre ll used P W L waveforms to create a behavioural m ixed-signal sim ulator [CO T90]. Its 
analogue models represent the transfer functions associated w ith  analogue functional blocks such 
as am plifiers, filters, comparators and D /A  converters. The model ports are unid irectional and are
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either classified as inputs or outputs. Passive RLC  elements are not allowed. Analogue signals 
are classified as voltage or current P W L waveforms. Transfer functions specified in the 
frequency dom ain are converted to the tim e domain, using inverse Laplace transform  before 
s im ulation. Then the responses are solved w ith  Forward Euler integration a lgorithm  and local 
truncation error contro l. Each model can use an ind iv idual tim e step. The local truncation error 
reflects the second derivative o f  the waveform  that is next s im p lified  to P W L form. A  speed-up 
o f  tw o  orders o f  m agnitude as compared to SPICE has been reported.

V isw eswariah and Rohrer have used P W L and piecewise constant waveforms in  a prototype 
event-driven sim ulator called SPECS [V IS91]. The sim ulator uses em pirical table models o f  I-V  
characteristics to represent electronic devices. Voltages are P W L waveform s w h ile  currents are 
represented by piecewise constant waveforms. The sim ulator assumes that c ircu it on ly  consists 
o f  voltage-dependent current sources and linear capacitors. A l l  the table models are evaluated 
w ith  a single tim e queue. Events correspond to the tim e instants that current waveform s change 
level and voltage waveform s change rate. Feedback loops cause events to be rescheduled 
resulting thereby in  occurrence o f  iterations. A  mechanism to assure convergence o f  the 
iterations has been introduced. For d ig ita l M O S circuits the sim ulator was shown to run up to 
200 tim es faster than SPICE, depending on the number o f  segments used in  the models.

Ruan et al. used P W L waveform s to represent voltages in  a functional m u lti-leve l simulator 
[R U A 9 1 ], Th is sim ulator was designed to operate w ith  both analogue and d ig ita l functional 
blocks. I t  uses an event-driven approach and predicts the tim e o f  a new event from  the gradient 
o f  signal waveform s. Log ic gate models operate d irectly on P W L waveforms, and are provided 
w ith  an adequate inertia l delay mechanism includ ing capacitive loading effect. The delay 
depends also on inpu t rate. Since unknown logic states are avoided by using continuous P W L 
waveform s, the d ig ita l c ircu itry  can be connected d irectly to the analogue portion o f  the circuit, 
and no signal conversion is required fo r this simulator. Interval algebra is used to evaluate the 
in it ia l conditions in  a c ircu it. The sim ulation results presented are optim istic, however, more 
com plicated d ig ita l blocks can be m odelled on ly  at a gate level. Besides, the tim ings that the 
analogue models provide seem to be rather rough, despite the fact they can strongly influence the 
overall c ircu it behaviour.

The latter w o rk  was the prim ary inspira tion to the author, and to overcome the drawbacks 
observed, a new P W L sim ulator has been proposed in  [D A B 9 4 ] and next im proved in [D A B 95, 
D A B 99F ], I t  is a prototype functional-level sim ulator provided w ith  e ffic ien t analogue 
macromodels, w h ich  model tim in g  specifications and basic nonlinarities o f  the functional units 
[D A B 9 6 K ]. In  contrast to other P W L simulators, mentioned above, an exp lic it analysis 
technique based on approxim ation is proposed to proceed the macromodels. Com plex digita l 
units are a llow ed as behavioural logic models, since the P W L approach cannot d irectly  be used 
fo r them. A  v irtua l interface between P W L- and d ig ita l domain is defined w ith in  the simulator. 
Since the P W L macromodels save the CPU-tim e, this sim ulation technique can be also used in 
iterative processes required fo r  sim ulation o f  feedback loop structures [D A B 97W , D A B 99W ]. 
M ost o f  those approaches have been implemented in  V H D L  as w e ll [D A B 9 8D , DAB 98E , 
D A B 99],
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1.4 Outline of the monograph

The underly ing objective o f  the w ork  presented was to develop analogue macromodels and a 
supporting sim ulation technique capable o f  verify ing  effective ly complex electronic designs at 
the functional level. The models were expected to represent basic tim ing/frequency 
specifications and be com putationally as effic ient as possible, approaching to some extent the 
models used in  log ic  simulation. In order to ve rify  the functiona lity o f  m ixed-signal A /D  designs, 
the prospective m acrosimulation technique and the logic sim ulation were assumed to be 
compatible.

As a result, simple, yet accurate models have been derived, and exp lic it formulas have been 
proposed to evaluate the ir tim ing responses. As compared to the standard analogue sim ulation a 
number o f  sm all in tegration steps usually produced to solve fo r the invo lved differentia l 
equations, have been replaced (whenever possible) w ith  a few  linear segments due to the 
accuracy imposed. Consequently, w ith  the reduced number o f  tim ing points, those models m ight 
be v iew ed as discrete objects, and hence, could be treated like  gates in  logic sim ulation using the 
event-driven analysis technique.

The author’ s w o rk  cited in  the previous section is summarised and discussed thoroughly in  the 
fo llow ing  chapters o f  this monograph. It  was intent o f  the author to provide a clear and unified 
description covering possibly all issues o f  the P W L approach to macrosimulation at the 
functional level. Some new results, not published so far, such as Section 2.4 o r Chapter 6 , are 
also included.

The organisation o f  the book is as fo llows. In  Chapter 2, a concept o f  the P W L approach is 
introduced. The nonlinear characteristics o f  analogue units are assumed to be o f  P W L type. A  
class o f  un id irectional basic bu ild ing blocks is used to model the transient effects. Basic 
integration algorithm s common in analogue sim ulation are investigated fo r analysing effectively 
the bu ild ing  blocks. To overcome the drawbacks observed a novel method that converts the 
smooth tim e responses o f  those blocks into PW L waveforms is proposed. For this purpose a non­
iterative approxim ation algorithm  is derived. A  refinement patterned after the PW L 
approxim ation algorithm  is added to the standard trapezoidal rule, so that i t  can be exploited as 
an alternative tool. The P W L approxim ation- and the trapezoidal rule-based techniques are 
compared, and the ir pros and cons are discussed. F ina lly, also other bu ild ing  blocks useful in 
analogue m odelling are addressed.

In  Chapter 3, the P W L macromodels o f  simple functional units, such as comparator o r am plifie r 
are derived. Second order effects relevant to the ir tim ing  specifications are accounted for. The 
model performances are compared w ith  the respective SPICE estimates.

M ixed-m ode sim ulation using the P W L technique is addressed in  Chapter 4. A  concept o f  the 
P W L event is introduced and the event-driven sim ulation algorithm  is formulated. It is based on 
the event scheduler- and time-queue concept, p rim arily  on ly used in  logic simulation. Interfacing 
between the P W L- and logic domain is also discussed. The chapter is accomplished by a 
s im ulation example obtained w ith  the prototype m ixed-mode simulator.

In  Chapter 5, feedback loop structures are shown to be c ritica l fo r the P W L sim u lation in  a 
sense that they m ay require iterations. To support the P W L technique the w aveform  relaxation 
(W R ) is used, since i t  also operates on waveform s. The convergence and s tab ility  properties 
o f  the W R-based P W L a lgorithm  are considered. A  few  theorems are form ulated and proved 
resu lting in  a convergence crite rion  o f  practical use. The s im u la tion  examples are included as 
w e ll.
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Chapter 6 refers to  the synthesis problems aris ing w ith  h igher-order analogue models. A n  
effect o f  the P W L  erro r accum ulation is emphasised in  this chapter. To compensate fo r those 
errors a re finem ent is in troduced to the P W L model and fo llow e d  by the corresponding 
m od ifica tions  in  the approxim ation a lgorithm . A lso  the second-order b u ild in g  blocks are 
in troduced to s im p lify  the synthesis and reduce the approxim ation errors. Paralle l and tuned 
cascade structures are proposed to perform  the synthesis. In  case o f  cascade structures the 
trapezoidal rule-based P W L  a lgo rithm  is found to be more accurate than its approxim ation- 
based P W L  counterpart.

Chapter 7 is concerned w ith  im plem entation o f  the P W L models and algorithm s in V H D L . 
Since the P W L  m odels m ay be v iew ed as discrete objects, they are w e ll suited to be 
im plem ented in  th is  discrete environm ent. The basic bu ild in g  blocks are defined as 
behavioural V H D L  m odels (entities) based on the e xp lic it form ulas available fo r those blocks. 
M ore  com plex P W L  models are supported by structural approach. Besides, the d ig ita l nature 
o f  V H D L  fac ilita tes  m ode lling  m ixed signal A /D  networks. However, additiona l signal 
conversions between the P W L- and standard log ic dom ain are required in  th is case. Practical 
s im u la tion  results illus tra te  th is  approach.

Chapter 8 provides fin a l conclusions and a sum m ary to a ll the chapters.

2. PWL MACROSIMULATION TECHNIQUES

Tw o m ain issues, model representation and signal processing, should be addressed to characterise 
an approach to m acrosimulation technique. A t the functional simulation level, analogue units like 
amplifiers, adders, comparators or D /A  converters are dealt w ith rather than transistors or circuit 
prim itives, e.g.: resistors, capacitors, etc. Hence, the functional-level models make usually use o f 
basic algebraic operators to characterise the static behaviour, and simple inertia l blocks or 
integrators to perform  the transient effects.

In this chapter a concept o f  piecewise linear (PW L) macrosimulation technique is developed. An 
analogue network (sub-system) is assumed to be composed o f  the so-called basic building blocks. 
In the presented approach each o f  these blocks is usually provided w ith  some algebraic operator 
and an inertia l (or integration) mechanism that together form  a unidirectional u n it This is 
adequate not on ly  because o f  the functional level addressed here, where the bi-directional loading 
effects m ight be neglected, but also because o f  the MOS technology commonly used when 
designing complex A /D  networks. I t  is w e ll known that the input impedance o f  a MOS transistor 
gate is high, and so is the input impedance o f  any functional block o f  a system in typical cases.

Using additiona lly  some exp lic it formulas to evaluate the tim ing responses o f  those blocks, a 
s im ila rity  between such a problem statement and the logic simulation can be observed. In fact, 
logic sim ulation proved to be the most effic ient computationally as compared to other simulation 
techniques. Hence, i t  is useful to adopt the basic highlights o f  logic simulation, such as event, 
selective trace and time queue to the macrosimulation technique derived. As those issues have 
already been introduced in  mixed-mode simulation [SAL94] (as mentioned in  Section 1.2), the 
presented approach is not entirely new. Here, however, the simulation becomes even more CPU- 
effective because o f  the PW L technique used (both fo r DC characteristics and signal 
representation), the un id irectionality assumption and tim ing analysis performed w ith  exp lic it 
formulas as opposed to standard approaches used for sets o f differential equations.

In order to take advantage o f  the mentioned above mechanisms as much as possible the analogue 
signals are postulated to take the PW L form. In fact, this choice is as a k ind  o f  tradeoff between 
the number o f  evaluations (points computed) per block output, and the accuracy required to 
match shapes o f  the output signals. Apparently, the PW L representation o f  a smooth waveform is 
more accurate than the step function-based representation, and as compared to the quadratic case 
fewer computations per point are required. Besides, at this level o f  abstraction it  seems 
reasonable to sacrifice some accuracy for the reduced number o f  integration steps to be done, 
unless unrealistic results are produced. As a consequence, the resulting time steps are expected to 
be re lative ly large, so the number o f  steps to be done should be relatively small.
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From the broader perspective, the application o f  the event-driven mechanisms adopted from  logic 
sim ulation to  sim ulation o f  an analogue network may be viewed as a relaxation technique, where 
the blocks are analysed due to signal flow . In  particular, using the selective trace approach 
corresponds to the Gauss-Seidel algorithm  in  a sense that the component blocks are taken for 
analysis separately. These terms w ill be explained in  Chapter 4 in context o f  using a mixed 
technique (P W L/log ic ) to sim ulation o f  A /D  networks.

2.1 Concept of PWL macrosimulation

In  most cases the real analogue units consist o f  subcircuits that exhibit inertial or integrating 
properties. Therefore, any macromodel o f  an analogue unit can consist o f  a few such build ing blocks 
to m im ic the tim ing behaviour, the DC transfer function and the output loading effects.

Assume the constitutive relation fo r the basic build ing block in the form o f

T x  +  x  =  f ( x blp)  (2.1)

where /[■) denotes its static (DC) characteristic represented as a PW L function, and T  is the time 
constant (Fig.2.1). To obtain a pure static block, its dynamics have to be removed by letting T=0 in 
eqn.(2.1). On the other hand, when capacitive loading effects at the output jc must be accounted for, 
the tim e constant takes the form  o f

T  = R S(C 0 + C S)  (2.2)
where C„ is a charging capacitance at the output and C„ Rs are respectively the internal output 
capacitance and resistance. Equation (2.1) can be generalised into a m ultiple input case, e.g. for a 
m ultip lie r or adder.

Using a P W L signal x„p, a s u p e rp o s it io n / ]* ^ ) ]  provides some signal u(t), which is o f  PW L form 
too. Hence, u consists o f some PW L segments, each lim ited by two subsequent breakpoints 
and defined as: u,{t) = w/o + /»■■(/ - //), te[ ti, ti+1], Observe that those breakpoints have their origin in 
the breakpoints either o f x ^  or o f  th e /( )  function.

A  number o f  integration algorithms are available to provide a solution fo r (2.1) [CHU75, OGR94], 
However, as the analysis procedure has been assumed to work w ith  relatively large time steps, only 
the so-called A-stable integration methods are well suited for this purpose. The most popular o f  them 
(used in standard analogue simulation) are backward-Euler (BE), trapezoidal rule (T R ) and 2nd order
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Gear algorithm (G2). In fact, most circuit simulators use these algorithms fo r their guaranteed 
stability properties so that their step sizes can be selected based on accuracy estimates only. For the 
purpose o f  analysing the structure o f  blocks, each defined by (2 .1), those algorithms are expected to 
take preferably an explic it form  o f

xk = «,(<*)»**] (2 J )

or sim ilar to it, where xk, x k.t are estimates o f  the exact solution x(tk), jc(/*-i), accordingly. The 
integration step hk =  tk - tk.\ > 0 and /*A _ ie [ U, fw ]. Besides, hk should be calculated w ith  respect to 
the accuracy imposed.

Recently, also a novel, so-called PWL approximation algorithm has been proposed to solve 
exp lic itly  fo r (2.1), like (2.3) does [DAB95, DAB99F], The PW L algorithm is based on the exact 
solution o f  (2 .1) and makes use o f a unique non-iterative approximation procedure to provide the 
relevant tim ing response in  a PW L form  rather than the original smooth waveform.

Consequently, all the analogue signals propagating through a network are assumed to be o f  the PWL 
form, and any exp lic it analysis procedure (o f the mentioned above) may be applied subsequently to 
the component blocks, like in  gate-level logic simulation. As w ill be shown, the mechanisms typical 
o f  logic simulation may be adopted in those PW L approaches to assure maximum effectiveness.

In  this context, in  the remaining o f  this work, any model composed o f the basic building blocks 
(block) w ith  PW L input- and PW L output waveforms, obtained by discretisation, w ill be referred to 
as the PWL model. In fact, the PW L output o f  each building block is obtained by discretisation. In 
case o f  the PW L approximation-based algorithm the smooth solution o f (2.1) is discretised, and 
hence the relevant PW L waveform is generated. Unlike this, standard numerical algorithms used in 
PW L m odelling discretise the differential equation, so that the relevant discrete solution is provided 
directly.

In the fo llow ing  sections, firs t the application o f  the mentioned above standard algorithms (BE, TR, 
G2) to solve fo r (2.1) is investigated. In this case the obtained discrete points are assumed to be 
breakpoints constituting the PW L output waveform. The local truncation error mechanism is used to 
control the accuracy o f  that PW L solution, like in  typical applications. The TR algorithm is shown to 
be well suited to work w ith  relatively large steps as opposed to the BE and G2. Next, the new PWL 
approximation-based technique is derived in  detail. A  refinement patterned after the PW L 
approximation algorithm is added to the TR, so that it  can perform large steps too, and can serve as 
an alternative PW L approach. The PW L approximation- and the TR-based techniques are compared 
in  accuracy and the computational overhead required. Finally, other macrosimulation issues 
pertaining to additional build ing blocks such as integrator or m ultip lier are addressed.

2.2 PWL simulation by standard algorithms

In order to investigate the application o f the mentioned above standard algorithms to solve for (2.1), 
firs t we invoke the relevant recurrent formulas [CHU75, OGR94]:

xk =  hkx k + xk_t for BE algorithm, (2.4a)

xk = ~ ( x k + **_,) + x k_i fo r TR algorithm, (2.4b)
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x k =  P o  x k +  a \ x k \  +  a 2x k - 2  for G2 algorithm, (2.4c) 

hk(hk + A ,_ ,)  _  (hk + h k_l ) 2 „  - A *
where /?0 =  — — *------ s - L l ,  a .  =

2* *  +  A*_, hk_l (2hk +  /»A_ ,) hk_l (2hk +  A *_ j)

and the integration steps are: hk =  tk -  tk.x, =  /*., - f*_2. Consequently, ** , jc*_i, **.2 are estimates
o f  the exact values o f  x(tk), x(tk.\), x(tk.2), respectively. A  sim ilar relation holds for the time 
derivatives as well. The formulas (2.4) could be instantiated for the basic build ing block and put into 
the form  like (2.3) as follows.

Assum ing x k ~  x ( tk ), x k «  j c(tk ), and by d e f in it io n /]* ; , ,^ * ) ]  = uk, from  (2.1) one obtains

X(t ) =  ~ X(**) x  Uk ~  x k _ ■' k' rp rp k*

so that:

A*
<k-1 + -é  «*

x b =
t hk1 + —

T

  for BE algorithm, (2.5a)

(1  ~  + +  “ *> 
a:* = ---------—--------------------------------------  for TR algorithm, (2.56)

* "k1 + —5- 
2 T

Poa ]x k-t + a 2x k_2 + -? -« *  
x k = ------------------------ -----------------  for G2 algorithm (2-5c)

1 + —
T

The form ulas (2.5) are o f  practical use when supported by the local truncation error (LTE ) 
mechanism to contro l the actual step size A*. The LTE  is defined in  general as sk =  x k -  x ( tk ) ,  

and in terms o f  the Lagrange rest o f  the Taylor function expansion (provided the form er po in t xk.i 
matches perfectly the exact value jc(/*_i) ) it  equals:

h i
sk =  ~ ~  x (2)(0k ) for BE algorithm, (2.6a)

A3
£k =  —  x<3)(@k ) for TR  algorithm, (2.6b)

ek -  ^Po^k a i^lk-y x [i){6k ) for G2 algorithm, (2.6c)
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where 6 k e ( tk_l , t k ) .  As the precise value o f  9k is unknown, a com m only used practice is a 

substitution 9k =  tk_x. Consequently, the required step size A* can be obtained from  (2.6) by

2 e
putting the assumed accuracy £$ fo r £k e.g., hk =  1-,— -— 5 , fo r the BE algorithm, where

U(2)('*_,)|

. ( 2) / .  s  “ ( ' t - i )  ~  * ( * * - 1 )  r k - l T  ~  “ k - l  +  x k - l  
c \ l k -l ) -  Z, ~ “ 5 •T2

Apparently, in  case o f  (2.6a) and (2.6b) solving for A* is a simple task, whereas it  appears 
cumbersome fo r (2.6c). To cope w ith  this problem firs t rewrite (2.6c) using the de fin ition  for 
and a2 (shown above) as

6 (2  hk + A*_,)

The step size fo r G2 algorithm  can be found directly from  (2.6c *) fo r the assumed accuracy £0 -  

E k  and x^3\ f f k)  »  f  - - — ~1) 1 »  — rk -iT  + uk \— **_j_ using e.g. the Newton-
dt y T  )  T 3

Raphson iterations. However, this approach is not computationally efficient, so a simpler method 
would be useful.

For this purpose, here a two-step predictor-corrector method is proposed. In particular, the 

predictor assumes fi 

may be found from

2 k*
predictor assumes fixed step i.e., hk=  hk. \ . Hence, ek = x (3)(0k) and the predicted step A*«

"kO ~  3
4.5

I x(3)(tt - , i

Next, the corrector evaluates the resulting LTE  based on (2.6c')

f.2 tu  I u
_ _  h ko (h kQ +  hk - 1) r (3>,, X
*® C t-tL. T~t T6(2A*0 +  A*_,)

and provides the actual step A* from  the relation

VA*oy o

Now, we apply the above formulas to analysing the basic building block (2.1) for some test signals. 
The unit step u(t) =  1(f) that is a special case a PW L segment, and the normalised linear input u(t) =  
/1 (0  are used. For brevity the time constant T  is normalised too.
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The relevant sim ulation results are presented in tables 22a-c  and 2.2a-c for the accuracy o f  oi = 0.05 
and 3 ) =  0.1, respectively. Note that e* =  x k -  x(/k) is here, in fact, a total error rather than the local 
truncation error, since except o f  the first step x A_, *  x (tk^ ) . Additionally, fo r G2 algorithm the 

LTE  estimate is presented based on (2.6c1). Observe also that the G2 algorithm needs support in  the 
first step because xk.j is not available in  this case. The TR is used for this purpose.

Apparently, the BE  algorithm  produces much smaller steps than the other two techniques. On the 
other hand, the second order algorithms TR and G2 are oscillatory inclined. In  case o f step 
responses, the overshoots or ringing can be observed fo r them. In  a physical sense, this may be 
viewed as an unrealistic result. Detailed comparison shows those effects to be much smaller for the 
TR  approach. Besides, the T R  does not accumulate errors 8* (as opposed to G2); i t  produces the 
largest steps, and is computationally more efficient than the two-step G2 algorithm.

The shaded cells (in  the tables) emphasise error values that are bigger than £o or correspond to 
unrealistic, in  a physical sense, results i.e., overshoots or ringing in  the step response. As shown, the 
TR  algorithm  is best suited fo r the tim ing analysis performed as compared to the other two methods. 
Because o f  it  in  the remaining o f  the monograph it  is preferred over the BE and G2 methods. 
Moreover, observe that the total errors ek o f  the TR  are much smaller than so (Tables 2.1 b and 2.2b). 
Hence, the TR  m ight be expected to keep the accuracy imposed w ith  even larger steps, i f  a more 
precise step control mechanism (based so far on (2.6b)) were used for it. A  solution o f  this problem 
is proposed in  Section 2.4.

T a b le  2.1a. T im e  re sp o n se s  o f  te s t b lo ck  o b ta in e d  w ith  B E  a lgo rithm  fo r  =  0.05

«  =  !(< ) , x(0) == 0 «  =  /•1 (0 , x (0 ) = 1

k tk h k Xk X«k) E* k h h k Xk x(‘k) e*

I 0.316 0.316 0.240 0.271 -0.031 l 0.224 0.224 0.858 0.823 0.035

2 0.679 0.363 0.422 0.493 -0.050 2 0.468 0.244 0.813 0.720

3 1.102 0.423 0.608 0.668 3 0.741 0.273 0.798 0.694

4 1.607 0.505 0.740 0.800 4 1.049 0.308 0.857 0.749

5 2.227 0.620 0.840 0.892 5 1.401 0.352 0.999 0.894

6 3.018 0.791 0.911 0.951 -0.040 6 1.820 0.409 1.234 1.137

7 4.078 1.060 0.957 0.983 -0.026 7 2.296 0.486 1.581 1.497
.....  .. I

B 5.603 1.525 0.983 0.996 -0.013 8 2.888 0.592 2.067 2.000

9 8.028 2.425 0.995 1.000 -0.005 9 3.635 0.747 2.738 2.688 0.050
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T a b le  2.1ft. T im e  resp o n se s  o f  te s t b lo ck  ob ta in ed  w ith  T R  a lgo rithm  fo r  So =  0.05

«  =  1(0 , * ( 0 )  =  0 «  =  /•1(0 , JC(0) =  1

k tk h k x k X { t k ) £* k t k h k X k x ( t k ) s*

1 0.843 0.843 0.593 0.570 0.023 1 0.669 0.669 0.666 0.693 -0.027

2 1.981 1.138 0.888 0.862 0.026 2 1.513 0.844 0.918 0.954 -0.035

3 3.731 1.750 0.993 0.976 0.017 3 2.654 1.140 1.764 1.794 -0.030

4 8.140 4.409 .1.003 1.000 0.003 4 4.408 1.755 3.415 3.432 -0.017

5 13.988 5.848 0.999 1.000 -0.001 5 8.817 4.409 7.814 7.817 -0.003

6 22.422 8.434 1.000 0.001 6 14.665 5.848 13.667 13.665 0.002

T a b le  2 .1 c . T im e  re sp o n se s  o f  te s t b lo ck  o b ta in ed  w ith  G 2  algo rithm  fo r s<, =  0 .05

« =  1(0 , a:(0) =  0 « =  /•!(/), x (0 ) =  1

k 4 hk LTEk x k xitk) S* k tk hk LTE k X k x(tk) e*

1 0.843 0.843 - 0.593 0.570 0.023 1 0.669 0.669 - 0.666 0.693 -0.027

2 1.654 0.816 0.050 0.859 0.810 2 1.265 0.596 -0.051 0.771 0.829

3 2.917 1.258 0,048 0.946 3 2.069 0.804 -0.048 1.244 1.322

4 6.481 3.564 -0.047 0.998 4 3.227 1.158 -0.048 2.226 2.306

5 7.728 1.247 -0.060 1.000 0.033 5 10.965 7.738 0.047 9.879 9.965

6 9.792 2.064 -0.048 1.000 0.007 6 11.738 0.773 0.082 10.675 10.738

7 13.261 3.469 -0.048 0.997 1.000 -0.003 7 13.477 1.739 0.047 12.466 12.477 -0.012
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T a b le  2.2a. T im e  responses o f  test b lock obtained w ith  B E  algorithm  fo r £<> -  0.1

«  =  !( /) ,  x (0) =  0 u =  t-l(t), x (0) =  1

k tk /1* Xk X(tk) E* k tk hk Xk X «k) 8*

1 0.447 0.447 0.309 0.361 -0.052 1 0.316 0.316 0.836 0.774 0.062

2 0.985 0.538 0.551 0.627 -0.076 2 0.679 0.363 0.794 0.693
...........

0.101

3 1.652 0.667 0.731 0.808 -0.077 3 1.103 0.424 0.886 0.767 0.119

4 2.514 0.862 0.856 0.919 -0.063 4 1.608 0.505 1.129 1.009 0.120

5 3.693 1.179 0.934 0.975 -0.041 5 2.228 0.620 1.549 1.443 0.J06

6 5.434 1.741 0.976 0.996 -0.020 6 2.967 0.739 2.178 2.070 0.108

7 8.321 2.887 0.994 1.000 -0.006 7 3.941 0.974 3.047 2.979 0.068

8 14.095 5.774 0.999 1.000 -0.001 8 5.315 1.374 4.359 4.324 0.035

9 28.237 14.142 1.000 1.000 0.000 9 7.447 2.132 6.461 6.448 0.013

T a b le  2.2 b. T im e responses o f  test b lock obtained w ith  T R  algorithm  fo r eo =  0.1

H =  1(0, AT(0) =  0 « = / • 1(0 , * ( 0 ) =  i

k tk hk Xk X(tk) s* k tk h k Xk X(tk) E *

1 1.063 1.063 0.694 0.655 0.039 1 0.843 0.843 0.657 0.704 -0.047

2 2.640 1.577 0.964 0.929 0.035 2 2.063 1.165 1.263 1.317 -0.054

3 5.858 3.218 1-008 0.997 0.011 3 3.880 1.817 2.890 2.921 -0.031

4 11.171 5.313 0.996 1.000 -0.004 4 8.812 4.932 7.808 7.813 -0.015

5 17.865 6.694 1.002 1.000 0.002 5 15.506 6.694 14.508 14.506 0.002
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T a b le  2.2c. T im e responses o f  test b lock obtained w ith  G 2 algorithm  fo r t<, =  0.1

« =  1(0 , * ( 0 ) = 0 « = /•1(0 , * ( 0) = i

k tk hk L T E k X k X(tk) Sj k tk h k LTEk Xk X(tk) e*

1 1.063 1.063 - 0.694 0.655 0.039 1 0.843 0.843 - 0.657 0.704 -0.047

2 2.217 1.154 0.099 0.973 0.891 0.082 2 1.659 0.816 -0.100 0.940 1.040 -0.099

3 5.173 2.956 0.094 0.994 3 2.919 1.260 -0.096 1.902 2.027 -0.125

4 6.603 1.430 -0.113 0.999 0.057 4 6.401 3.482 0.094 5.280 5.404 -QJ25

5 8.765 2.162 -0.096 1.000 0.013 5 7.661 1.260 0.012 6.596 6.662 -0.066

6 12.306 3.541 -0.096 0.996 1.000 -0.004 7 9.733 2.072 0.096 8.720 8.733 -0.013

2.3 Simulation by PWL approximation technique

Recently, a new algorithm has been proposed to calculate a PW L response for the building blocks 
used, neither w ith  overshoots nor ringing [DAB95, DAB99F] as happens for standard algorithms 
w ith  large steps. To give insight in  this approach assume that x(0) =  xo and for a given input segment 
j \x inp(t)\ =  «(/) =  M0 +  rt, te [0, / „ ] .  Hence, solving for eqn. (2.1) gives an explicit formula for x  
consisting o f  the transient and the steady state components

x(t) =  (x 0 - u 0 +  rT )e ~ " T + r ( t - T )  +  «o (2.7)

The main objective here is to get a PW L approximation o f  (2.7) to enable further propagation o f the 
signal jc in  a linearised form.

For this purpose firs t split the time interval [0, t„a\ into subintervals [0, f i] ,  [ / j,  /2]» ••• [tn, W l-  For 
each subinterval [/,, fo i]  a segment o f a PW L approximating signal xrm is defined by its end points 
that are assumed to lie on the curve jc. Hence xu jti) = x(ti) and */,„(/,+0 = x(/*h)- In fact, given /,-, the 
time instant /,+i has to be found (Fig.2.2).

To control the accuracy o f this approximation, the Chebyshev measure may be used. It has been 
found the most advantageous to develop an efficient approximation algorithm presented below. 
Consequently, our objective can be formulated as an optimisation task, that is to maximise the 
distance d =  w ith  some constraints and given

Maximise d  : {d  =  / i+1 -  t i+l < f m } (2.8a)
ti+l

P ( t i , t i+, )  =  M ax  | x ( / ) - * „ , , ( / )  | (2.8b)
' e ( ' i . ' i + l l

p(t i> ti+i) *  (2 .8c)
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where p(t/, ti+l) is the performance index and /)m  is an arbitrarily chosen constant (approximation 
accuracy).

F ig . 2.2. P W L  approxim ation  o f  ou tput signal

The approxim ation process may be viewed also as a kind o f  signal conversion presented in 
Fig-2.3. The firs t b lock in  this diagram is usually the mentioned above inertia l bu ild ing  block (or 
integrator) defined by (2.1), whereas the other one is the approximator. The latter outputs the 
P W L segments, w h ich are defined by subsequent breakpoints [/* , * (/*)], [/*+1, j c ( / 4+1) ] ,  .... In this 
case a form al notation would be xttn =  L(x). The structure shown w ill also be referred to as the 
approximation-based PWL model.

Consequently, for a network modelled w ith basic building blocks (each provided w ith  operator /.(•)), 
all the links between analogue units take the form o f  PW L signals obtained, in  this case, by 
approximation. The PW L signals propagate from  the block outputs to the inputs o f  their fanout 
blocks. Each o f  them is processed separately fo llow ing the order o f  signal flo w  (selective trace). 
Clearly, the resulting PW L output L(x) becomes an input xinp o f  the relevant fanout blocks.
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During simulation it is important to calculate the subsequent points [/M , -*:(/*+,)] in  an efficient way 
and possibly avoid iterations that all typical optimisation procedures are based on. Therefore an 
explicit algorithm to solve this problem could be proposed.

The prelim inary approach to resolve (2.8) avoiding transcendental equations was based on 
quadratic approximation for x  [DAB95]. By means o f  the Taylor series expansion, and using the 
normalised time r  =  t/T  fo r r, = tJT =  0 one obtains

x „ { r )  =  *0  ~ “ » +  rT  T* +  ( h0 - jc0 ) r  + x 0 (2.9)

The truncation error introduced by om itting in  (2.9) the th ird order Lagrange rest is

Q ( f3) = "° ~ *° ~ ̂  t3 , r e ( 0 , r )  (2.10a)
6

To control a range o f  the quadratic approximation (2.9), eqn.(2.10o) can be reformulated, like in 
case o f  (2.6). The m aximum allowed time r„ for xq to hold can be found from

t  =  3 6£a---------  (2.106)
V l* o - « b + 'r l

where £a is an estimated value o f the maximum allowed truncation error. In this approach the 
constraint condition given by (2 .8a) has to be m odified by putting f/+ie(<„ f; + ta] ■

The relevant approximator works in two steps. First, the time ra is computed from (2.106) to find the 
range o f  an acceptable quadratic approximation for the original response. In the second step an 
attempt to set the PW L segment is made, so that it possibly covers the fu ll range o f xa (for the end 

point o f  the segment we would have T\ =  ra ). I f  the Chebyshev distance p(0, ra) between xu„ and x  
exceeds the prescribed approximation accuracy / w ,  then the boundary point rt has to be re­
evaluated from  the simple proportion

V P (°> 0
(2 .11)

because x  is close to the quadratic waveform xq. Otherwise the primary evaluation for zi holds. The 
next PW L segment can be found in the same way after the time shift r<—( r -  Ti) is performed. Since 
the original smooth waveform is almost quadratic for r  e [0, r„], no iterations are necessary to find 
the distance p (0 , r0) and the segment length r\ (the other boundary point for the actual segment is 
defined fo r ?o =  0 )  [DAB95].

Unfortunately, the PW L waveforms achieved by this approach tend to be sub-optimal according to 
criterion (2.8). In practice, the lengths o f resulting PW L segments are lim ited by the quadratic 
approximation range r „ , rather than by w ,  as happens mainly in case o f  fla t parts (slow ly changing 
fragments) o f  the exponential waveforms. As a consequence, those segments are shorter than they 
could be and f it  much better to x  than required and could be expected from / w

The mentioned above drawback gives rise to search for a more efficient approximation technique 
adequate to replace the prelim inary algorithm in the remaining o f this work. One way would be 
using a higher order polynomial rather than the quadratic approximating function (2.9). In this case, 
however, the major advantage that comes out from  employing the explicit formulas to calculate ra 
and T\ would be lost. Instead, CPU intensive algorithms (such as Newton-Raphson) to solve fo r the 
arising nonlinear equations would be required.
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F ig . 2 .4 . Distance function Ax= | x  -  X/,„ | against normalised tim e r

A n actual approach to solve for the formulated optimisation task (2.8) w ill be presented below 
[D AB99F]. For this purpose define the relevant distance function A x( - )  to make use o f  the pure 
maximum condition fo r it

A* ( 0  = | x ( r ) - x Un( r ) \

Since x Bn crosses through jc0 and *(<i), i.e. f,=  0, tM  =  h  (see Fig.2.2), then based on (2.7)

( e~r _ 1 ) -  ( e~T' ~ 1 ) —- M O  = ( x0- u 0+ r T )

Because it  is a differentiable function for r  e (0, r i) ,  letting dAx I dr  = 0 obtains

* « 'Z’ ir = In  5----

fo r which Ax reaches its maximum value (see Fig.2.4), A A J j  ) 

A x ( r*  ) = I a:0 -  «o + rT  I x
1 -  e~T' l - e ~ r'
- - - - -  ( 1 - I n — — ) - l

(2. 12)

(2.13)

(2.14)

(2.15)

Note that A ^ r* )  =  p{0, r i )  (see eqn. (2.8b)). Hence, letting AJ j )  =  pmx gives the required relation 
between the approximation accuracy p„x and the maximum allowed time r \  (normalised segment 
length) w ith  respect to the criteria o f  (2.8). Now, eqn.(2.15) can be rewritten in the form

(

\xa- u n+rT\
= 1 -

l - e r‘
1 - ln 1 - e

(2.16)

The left-hand side o f  (2.16) may be referred to as a relative approximation accuracy , whereas 
the right-hand side is a monotonic function defined as <p(j\) that asymptotically approaches 1
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(Fig.2.5). Using the reciprocal o f  this function O  = <p , the optimisation task (2.8) can be solved 
directly

Pmx
Ti =ct>( Pmxr)’ \x 0 - u 0 + r T \

and an alternative notation, according to the step count, would be

______ Pmx
= ® (  Pmxr)’ u, + r j

(2.17a)

(2.176)

where <r(- =  r /+, -  t,- is a length o f f-th normalised segment along the time axis. Based on (2.17a) 

the subsequent approximation breakpoints may be achieved assuming that each segment begins at 
tt = 0 and ends at = TyT. In other words, the time shift r  <—( r -  tj) is performed before the next 
PW L segment is computed. It fo llows that jco and «o have to be updated for each PW L segment, i.e. 
the next xo can be found from  (2.7) by means o f  the substitution: jco *—x(t\T ), and the next u0 in the 
same way: i/o «—( «o + r r iT ) .

NORMAL ISED SEGMENT LENGTH

F ig . 2 .5 . R elative accuracy against norm alised segment length

However, some exceptions exist. From (2.16) and Fig.2.7 one can see that fo r / w  > 1 the 
function is not defined. In practice it  is the case that Ax <  pmx for any r  >  0, this usually happens for 
very slow ly changing exponential waveforms. Then a reasonable action in the PW L algorithm is the 
substitution: r j  <r-Tmx. The other case is for x<>- uo+ r T =  0, when x  changes linearly in time w ith no 
transient component (see eqn.(2.7)). Here, T\ <—t*«  also. Clearly the same substitution holds for the 
r i  computed from  (2.17) i f  its value exceeds the maximum allowed time t„x. Remember that i v c is 
either a tim e instant, fo r which a next PW L u segment is applied to the block input, or it is the end o f 
simulation. This discussion may be summarised by a PW L algorithm  depicted in  Fig. 2.6.
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repeat
i f  JC0- «0+ rT <  > 0 and | x0- u0 + rT \ > p„x 

then {l"] * *&(Pmxr)\
i f  Ti > Tmr then r, « - iw }  

else r i^ - r ^ ;  
xk <-x(T,T); x „ * -x k,
«o<— ( u 0+ rT iT ) ;
<*<-( /*-i + T ir);
k ♦—( A + 1 );
r i m (  r m x ~  T l  ) i  

until T m x =  0

Fig. 2.6. Algorithm for PWL approximator

The result o f  this algorithm is two sequences {/*} and {* * }  that define the PW L output waveform o f 
any inertia l bu ild ing block. A  look-up table and linear interpolation are used to calculate the values 
o f  the <E> function. The same method is used for the exponential function when computing 
subsequent values o fx * . Apparently, as opposed to the prelim inary PW L algorithm, this is a one-step 
approach in  a sense that the segment length is determined directly from  the ®  function w ith  no need 
o f  the in itia l approximation required previously.

T I RE

Fig. 2.7. Time response x  (dashed line) and its PWL approximation xu„ (T= 2 and 0.08) 
against excitation u consisting o f two segments for <e[0, 2) and te [2, 10]

N ow , observe how  the length o f  subsequent P W L segments change. For brevity we define the 
actual amplitude o f  the transient component as sk = x k -  uk + rkT. Then fo r the A-th segment the 
relation (2.17) can be rewritten as fo llow s
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/ W ( * )  = f T l  (2-18)
I *  |

Moreover, from  (2.7) we have:

s*+i = (2.19)

It is easy to see that the sequence { Is * ! }  is decreasing, whereas the { ak } is increasing, since crk = 
<D( Pm x  / 1 s* I ) and is a monotonically ascending function. For sufficiently large values o f index k ,  
the sequence { s* } approaches zero, so that { xk } approaches uk - rkT. The latter effect agrees
perfectly w ith  the case o f  the smooth waveform x  defined by (2.7) that approaches [ iin ( r  (t -  T  )]
when t approaches in fin ity.

Table 23. Time points o f PWL segments for different approximation accuracy

Pm x *e (0 ,2 ]
firs t segment o f u

<e(2 ,10]
second segment o f  u

N o  o f  
segm ents

0 .0 2 0 .4 2 0 .8 8 1 .4 1 2 .0 0 2 .5 3 3 .1 5 3 .8 8 4 .7 7 5 .9 3 7 .5 6 1 0 .0 0 4 + 7

0 .0 4 0 .6 1 1 .3 2 2 .0 0 — 2 .7 8 3 .7 5 5 .0 4 6 .9 5 1 0 .0 0 — — 3 + 5

0 .0 8 0 .8 9 2 . 0 0 — — 3 .1 6 4 .7 9 7 .5 7 1 0 .0 0 — — — 2 + 4

0 .1 6 1 .3 3 2 . 0 0 — — 3 .7 5 6 .9 2 1 0 .0 0 — — — 2 + 3

Some results obtained w ith  the actual PW L approximator are presented in Fig. 2.7 and in Table 2.3. 
A  tradeoff between the approximation accuracy Pmx and the number o f  PW L output segments may 
be observed. Last segments w ith  end points at t =  2 and t  -  10 are lim ited by the length o f the input 
segment u, and are the only non-optimal segments. Consequently, they are shorter than they could 
be ow ing to relation (2.17) and f it  much better to the original curve x  than the former PWL 
segments.

2.4 Enhanced TR technique

As mentioned in Section 2.2 the standard TR method might be expected to work w ith  larger steps 
retaining the accuracy imposed, i f  a more precise step control mechanism were used for it. The 
existing drawback is in the LTE  estimate originating from the third order Lagrange rest (2.6b). To 
cope w ith  this problem, we invoke the definition fo r the LTE and expand its both components x k and 
x(tk) into the Taylor series around hk = 0. For (2.56) obtains

Sim ilarly, based on (2.7) and the notation o f  Section 2.3 for er* =  hk IT
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* ( ' * )  =  (**-1 -  «*-1 + rk_tT ) e  T + rk_t(h k - T )  +  uk_x 

so in terms o f  the Taylor expansion for (2.21) holds

* ( ' * )  =  **->  +  ( " * - i  -  * * - i ) y  +  (r„_,T -  uk_t +  * * _ , ) • +

(2.21)

(2.22)

Consequently, from  (2.20) and (2.22) the LTE appears to be

£k = •** - * ( * * )  =
\3

k- J )
-  0.5 { h,

3!
! ( ± \  + z H . ( * L \

5 ! U J

21.5 (h , 

6 !
(2.23)

When d iv id ing  both sides o f  (2.23) by (x * _ j -  uk_, +  rk_1T )  the resulting formula resembles 

perfectly (2.15) in  a sense that the normalised step hk IT  is mapped into the relative accuracy, as 
well. Hence, by putting ek =  £o, in (2.23) a function like (2.17) m ight be established

z Jl  -
-  ® T R  ( £ o r )  >

F *- i “  «*-1 + rk- J \
(2.24)

Since the right-hand side o f  (2.23) is an in fin ite sum, the relation (2.24) can be picked-up based 
directly on the difference xk - x (/t) fo r any set o f  parameters: xt.u «*.„ /•*.,, T  provided xk., =  x(tk i). 
Hence, it fo llows

T )
x k ~ x ( t k)

1 + rk - J
(2.25)

The result o f  it  is shown in Fig. 2.8. Note that the <J>tr resembles the <I> function o f  Fig. 2.5, but it 
rises s lightly faster than <I> fo r the relative accuracy below some 0.7 and slower otherwise. 
Moreover, the PW L algorithm presented in Fig.2.6 can be adopted for the enhanced TR method, 
provided the <I> function is replaced by <S>tr , and T\ represents hk IT. Consequently, as opposed to 
standard approaches, now the enhanced TR algorithm is able to also perform very large steps, when 
fla t fragments o f  x(i) are faced. L ike in  case o f  the PW L approximation algorithm, the step hk IT  is 
lim ited by the end o f  the actual input segment «,{/). In particular, when the transient component 
amplitude | x k r  u„.,+ rk.,T  \ becomes smaller than 3>, i.e. £or >  1, the algorithm yields a step 
corresponding to the end-point o f  «,(/). To prove correctness o f  this (in  particular for very large 
steps), observe that the resulting error ek does not exceed the distance &-i between jc*., and the 
asymptotic line that is approached by * (/) . Indeed, based on (2.7) the asymptotic line is

l im  x ( t )  =  u0 + r ( t  -  T )
/->oo

Hence, the distance to this asymptote at tk.\ is

s k-1 =  * * - i  -  l«o + rk - i ( ‘ k -i ~  T’)] =  * * - i  -  " * - i  + rk. yT
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F ig . 2.8. Relative accuracy so, against normalised step size

F ig . 2.9. T im e  response jc (dashed line) and P W L  response xu„ obtained w ith  actual T R  approach (T= 2 
and £6=0.08) against exc ita tion u consisting o f  tw o  segments fo r fe [0 ,  2) and te [ 2, 10]



On the other hand ek may be evaluated from (2.23), and now it  can be rewritten as

£ k =  &k- 1

but <&TlK{hk/ T )  <  1 and hence, | sk | < | 8 k_x \ .

Table 2.4. Simulation results corresponding to Fig.2.9.

k tk X k X ( t k ) Ek

1 1 .5 7 6 0 .8 8 1 0 .9 6 1 - 0 .0 8 0

2 2 .0 0 0 1 .4 0 7 1 .4 7 2 - 0 .0 6 5

3 3 .8 9 6 3 .0 7 5 3 .0 2 0 0 .0 5 5

4 7 .0 1 4 3 .8 8 5 3 .7 9 4 0 .0 9 1

5 1 0 .0 0 3 .9 8 3 3 .9 5 4 0 .0 2 9

In Fig.2.9 the relevant simulation results obtained w ith the technique proposed are shown as a PW L 
waveform. As compared to Fig.2.7 fewer PW L steps are performed here, and the resulting errors ek 
=  depicted in  Table 2.4, are shown to accumulate slightly only in  some cases. For 1 the
resulting error S\ = so, since x0= x (f0), so it is a perfect LTE. On the other hand, fo r k=2 and k=  5 the 
errors Ek  are less than eo, since the related steps hk IT  are lim ited by the time instants o f  2 and 1 0 .  

However, fo r some in-between points x^{t), such that tk < t  < tM , the distance I x^it) - x(tk) I appears 
much larger than £)>. Because o f  it, one would find the above approach to be inconsistent giving, in 
this way, rise to a more comprehensive analysis o f  the TR  algorithm. As a consequence, further 
refinement o f  that method m ight be expected.

To cope w ith  this problem, observe that the trapezoidal rule performs a kind o f  a quadratic estimate 
fo rjc  [OGR94, Chpt.8]. To see this invoke again (2.4b) relevant to the basic TR approach

x k =  * * - i  +  y ( * *  + * * - i )

Note that this formula assumes the time derivative x {t)  to be linear for tk.i < t < t k. By comparison to 

the general rule o f

x k =  + \x ( t )d t  (2.26)

one obtains

i ( / )  =  i* _ .  + * * : * * - *  ( / - / , _ , )  (2.27)
K

and hence

x Tr ( ! )  ~  x k-1 + x k- l ( * _ * * - l)  + * -yt. k 1 ^  ~  * * -1)2 (2.28)
2 hk

where the index TR is used to distinguish from the original waveform x. Apparently, (2.28) is a 
quadratic estimate w ith the error rising monotonically from  0 for tk.\ up to eo fo r tk due to (2.24).
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Fig. 2.10. Original response x  against quadratic estimate xTR and relevant PWL segment xu„

To evaluate the distance between xu„ and x  in  the Chebyshev sense, first the distance between xjr 
and the xu„ w i l l  be found (see Fig.2.10)

A lk =  M ax  | x,in(t)  -  x TR(t) =

x k ~  Xk- 1 *k  +  3^ * - i  A 
2 8 *

+ x t
~  X TR( tk - 1 +  *  )

(2.29)

uk ~ x k -  uk_t + xt _t 
8 T

I *A -1 -  «*-1 +  rk ~ J  \

8 + 4 —  
T

Observe that A i* is like ly  to become large for a large time step hk IT  or large amplitude o f the 
transient component o f x. Now, using (2.29) the approximate distance between xu„ and x  may be 
found as fo llows (Fig.2.10)

A * =  M ax Xiin(t )  -  x (t)  

and based on (2 .66) one obtains

A , * - XTR(‘k- 1 + y ) -  *('*-1  +  y )

XfR^k- 1 + 2 ) ^ * - 1  + 2 ^
Ul

2 ;

XTR (h )~ (K Y

(2.30a)

where I x TR(tk) -  x ( tk) | is the LTE  equal £0, and hence the relation between A* and so is
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Л* *
r j  * ' » - r  I

8 + 4 ^  »
(2.30 b)

This result can be used to establish a direct mapping o f  A* onto hk IT, so that the time step could be 
controlled by the relative distance between xu„ and x  rather than by the LTE  (as used in standard 
approaches). Thus, after d iv id ing (2.306) by | jc*_, -  uk_t +  rk_xT  | and using (2.24) one obtains

+ rk - J 8 + 4 —
T

(2.31)

NORMALISED STEP SIZE

Fig. 2.11. R elative accuracy Ao, against norm alised step size

I t  is easy to see that (2.31) defines a function o f  ltk IT, which is depicted in  F ig.2.11. The left-hand 
side o f  (2.31) (i.e. function values) may be referred to as the relative distance between xUn and *  for 
* e (* * - i > fk ) • In fact' the reciprocal o f  (2.31) is o f  interest and it can be denoted in b rie f as

К  _
®TRe№or)i ^0r -

* * - 1  -  Uk + rk - J  I
(2.32)

where Ao is the absolute accuracy imposed, and Aor is the corresponding relative accuracy. Unlike 
the functions Ф  and Фтя, here, the relative accuracy exceeds 1 fo r large tim e steps. A lthough the
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fragment o f  Фгяе where Ao, >  1 is o f use, perform ing a step that matches the end-point o f «,(/) 
rather than the actual value o f  Ф г« , would be preferred in this case. Apparently, w ith  this approach 
we fo llow  the previous algorithm as it  appears to be more effective.

Fig. 2.12. Steps perform ed w ith  <J>TRt  and <DTr against P W L response fo r enhanced 
T R  a lgo rithm

repeat
ifxo- «o+ rT <  > 0 and | xa- u0+ r T  \ > £o

then {ak*-<&TRt(,£a,y,
i f  o*> JWthen 0*« Tnx)

else
x k * - x ( a kT)-, ! , ,* - (  t0+ oi,T); (* first step *)
ifo *< T mI

then { k*—( k + I  )\ o j , &>,)',
i f  o*> Xnx then oj <—iw
x k < - x(<rkT)-, tk* - (  ta+ <ykT ) } (* second step *)

X o *-Xk;
« » ♦ - ( "o +  r<jkT )\
to*—tk
A < - (  *  + 1 ) ;

Tmx*~(Tmx- &*)',
un til Tm = 0

Fig. 2.13. Enhanced TR  a lgo rithm

By using the function <S>TRe we tend to keep the relevant PW L solution closer to x  than possible w ith 
the Q>tr In  fact, the additional accuracy constraints (2.32) are imposed on the Chebyshev distance 
A*. The idea standing behind it is that fo r a given point jc*_i, the enhanced TR  algorithm would
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perform two steps, the first one (shorter) based on the < D TR e ,  and the other one based on <J>Tr  ■ The 
breakpoints obtained, i.e. x * andx*+1, lie on the same curve x t r .

In fact, by com bining those two mappings, the resulting PW L waveform (w ith  extra breakpoints) 
appears to be w e ll “ balanced”  against the original smooth solution x, in  a sense that the distance 
between x  and the overestimated parts o f  xu„, and the underestimated parts, respectively, are almost 
the same, provided £& =  Ao (see Fig.2.12 ). Besides, this feature prevents PW L error accumulation 
when modelling analogue structures composed o f  multiple building blocks. This problem w ill be 
discussed in more detail in  Chapter 6 .

F ig . 2 .1 4 . Time response X (dashed line) and PWL response xKn obtained with enhanced TR approach 
(T= 2 and £6=0.08) against excitation u consisting o f two segments fo r/e [0 , 2) and /e [2, 10]

T a b le  2 .5 . Simulation results corresponding to Fig.2.14.

k u Xk x{tk) £k

1 0.896 0.328 0.348 -0.020

2 1.576 0.881 0.961 -0.080

3 2.000 1.407 1.472 -0.065

4 3.146 2.562 2.575 -0.013

5 3.896 3.075 3.020 0.055

6 6.001 3.713 3.658 0.055

7 7.014 3.885 3.794 0.091

8 10.00 3.983 3.954 0.029
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In this context the enhanced TR algorithm could be formulated as shown in Fig.2.13. The symbol 
o* stands fo r the normalised step, and the accuracy equal £o is imposed both on the LTE  = ek and 
the distance A*. Observe also that the second step is conditional here, and it  is on ly performed 
provided the firs t step does not reach the end-point due to the input segment.

The application o f  the enhanced TR technique related to the latter example (o f  Fig.2.9) is 
presented in  Fig.2.14 and Table 2.5. The distance between x  and X/,„ fo r the breakpoints and the 
in-between points is kept close to the accuracy assumed. However, it  is on ly guaranteed fo r the 
in itia l segments, fo r w h ich jc0=  jc(/0) as explained in Fig.2.12. Otherwise it  is like ly  to decrease or to 
accumulate moderately (Table 2.5). Clearly, the enhanced accuracy is obtained at the expense o f 
increasing the number P W L breakpoints as compared to Fig.2.9. In  fact, fo llow ing  the algorithm 
o f  Fig.2.13 on ly three points (fo r k =  1,4,6) are new here (compare Table 2.4 and 2.5).

2.5 PWL approximation-based against TR-based techniques

In  this section a comparison between the PW L approximation algorithm, the standard- and the 
enhanced TR  algorithm is presented.

First, observe that the PW L approximation-based algorithm delivers a waveform that fits perfectly to 
the original response x  at boundary points o f  the PW L segments, i.e. x (0) = x,„(0) and x (r ,)  =  x ,J j,)  
(see Fig.2.2 or Fig.2.7). Those segments correspond to the steps performed by the TR  techniques. 
However, the way to control the step/ segment size is completely different fo r them. In the PWL 
approximation approach the segment length r , is calculated from the <5 function, and the 
approximation error p (0 , r i)  (maximum distance between x  and x /it for t  = t *  <  Ti) never exceeds the 
assumed accuracy pmx- In contrary to this, the both TR techniques use the local truncation error 
(LTE) step control that plays a role o f some approximation accuracy, and is an estimate rather than a 
real distance between x(f*) and the computed value x*. Moreover, this distance is estimated assuming 
con-ect value o f the starting point. As a consequence, the starting point x*., (except o f  the first point) 
introduces an error that tends to vary from step to step, and in some cases to accumulate resulting in 
a global error, unlike in the PW L approximation-based algorithm. Besides, an extra step is produced 
using the 0>TRe function to keep the accuracy fo r the in-between points. The relevant PW L errors 
corresponding to the waveforms given in Figs.2.7 and 2.14 are depicted in Fig.2.15. Apparently, in 
case o f  the enhanced TR, the errors are balanced better for the convex and concave part o f the 
waveform, although the error amplitudes tend to accumulate temporarily and are larger than those o f 
the PW L approximation technique.

Next, our attention w ill be focused on step/ segment lengths produced by the relevant algorithms 
assuming the same values o f  so and / w  Moreover, to assure a kind o f compatibility between PW L 
approximation-based and the TR algorithms, fo r a given segment we denote T\ T  as hk. In fact, using 
the notation fo r the standard integration techniques introduced in Section 2.2, the formula (2.21) 
could be used directly

hk
* *  =  (•**-1 -  « * - i  + rk - iT ) e T +  r * - i ( A* - T )  + «*_, (2.33)
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For completeness the form ula (2.5b) defining the TR techniques can be invoked too, and rewritten in 
the form  o f

h h
( 1 ~ ~Z^)x k-\ + + >'k-\hk)

x k = ---------     (2.34)

The comparison between the PW L approximation-based and the TR-based techniques could be 
performed as shown in Tables 2.6a,b and 2.1a,b. The unit step input and linear input are applied to
(2.1) w ith  T =  1, like in Section 2.2.

Apparently, in  case o f  slow ly changing fragments o f  x  much more steps are required for the standard 
TR  technique than fo r the two others. When the transient component o f x  becomes smaller than p nix 
or eq, the P W L algorithm  and the enhanced TR can provide a segment (step) o f  any size. In practice, 
however, it means that the end-point o f  the actual input segment «*(/) is reached, denoted in Tables 
2.6a,b  and 2.la , b  as tmx (shaded cells). The errors o f  the PW L approximation-based algorithm at 4  
are not shown, since they are zero at the breakpoints. On the other hand, the effects o f  overshooting 
or ringing that feature the TR  algorithms are emphasised as shaded cells as well.

Table 2.6a. Step responses o f test block obtained with PWL approximation-based and TR-based 
algorithms (« = 1(f) and jt(0) = 0)

PmX= Co = 0.05

A

P W L Standard T R Enhanced T R

Ik h k Xk tk hk Xk 1i tk h k Xk £*

1 0.758 0.758 0.531 0.843 0.843 0.593 0.023 0.759 0.759 0.550 0.018

2 1.984 1.226 0.862 1.981 1.138 0.888 0.026 1.167 1.167 0.737 0.049

3 5.474 3.490 0.996 3.731 1.750 0.993 0.017 2.905 1.738 0.982 0.037

4 8.140 4.409 0.003 3.645 2.478 1.028

5 - - - 13.99 5.848 0.999 - 0.001 0.978") -0.022

6 - - - 22.42 8.434 1
—

0.001 - - - -

*) obtained for = 20
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Table 2.6b. Step responses o f test block obtained with PWL approximation-based and TR-based 
algorithms (« = 1(<) and x(0) = 0)

PmxT~ £0 — 0.1

A

P W L Standard T R Enhanced T R

tk h k Xk tk h k Xk Et tk h k Xk £k

1 1.174 1.174 0.691 1.063 1.063 0.694 0.039 1.147 1.147 0.729 0,047

2 4.442 3.268 0.985 2.640 1.577 0.964 0.035 1.682 1.682

'

0.914 0.100

3
..........

*
t',vUv 5.858 3.218 Î.008 0.011 V •, tm  t i 1 069*) 0.069

4 - 11.17 5.313 0.996 -0.004 - -

5 - - - 17.87 6.694 0.002 - - - -

6 - - - 26.30 8.434 0.999 -0.001 - - - -

*) obtained for tmx = 20

Table 2.7a. Responses to linear input obtained with PWL and standard algorithms (u = I -1(/) and 
* (0) = 1)

P m r  £() =  0.05

P W L Standard T R Enhanced T R

A tk h k Xk tk h k Xk £t tk h k Xk £k

1 0.505 0.505 0.712 0.669 0.669 0.666 -0.027 0.509 0.509 0.697 -0.014

2 1.182 0.677 0.795 1.513 0.844 0.918 -0.035 0.867 0.867 0.657 -0.050

3 2.210 1.028 1.430 2.654 1.140 1.764 -0.030 1.740 0.873 1.050 -0.041

4 4.410 2.200 3.435 4.408 1.755 3.415 -0.017 2.180 1.314 1.344 -0.062

5 4 u - u W T 8.817 4.409 7.814 -0.003 4.569 2.389 3.555 -0.035

6 - - - 14.67 5.848 13.67 0.002 5.723 3.543 4.677

7 - - ■ 21.36 6.694 20.36 -° 001 1 t „u  tm r t i  !9.034,) 0.034

*) obtained for tm = 20
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Table 1.1b. Responses to  linear input obtained w ith  P W L and standard algorithm s (u  = t  -1(f) and 
* (0) = 1)

Pmx~ — 0.1

k

P W L Standard T R Enhanced T R

h h k Xk tk hk Xk £k tk I’k Xk £k

l 0.758 0.758 0.695 0.843 0.843 0.657 -0.047 0.759 0.759 0.659 -0.036

2 1.984 0.791 1.259 2.063 1.165 1.263 -0.054 1.167 1.167 0.690 0.099

3 5.474 0.884 4.482 3.880 1.817 2.890 -0.031 2.905 1.738 1.942 -0.073

4
.

W *
m m
i s i l l

8.812 4.932 7.808 -0.015 3.645 2.478 2.589 -01!
L '

5 - - 15.51 6.694 14.51 0.002
:

tmx-t*
■:...... - *

0.044

6 - - - 23.94 8.434 22.94 -0.001
■ -

* )  obtained fo r l„a = 20

The even steps performed by the enhanced TR  algorithm are much larger than the subsequent steps 
o f  the standard TR  because o f  using the < I> t r  mapping. The odd steps, produced by the < t> T R e , are 
shorter but a llow  to keep the distance (approx. £fo) between the resulting PW L segments and x. In 
contrast to this, the standard TR method appears to be inconsistent, in  a sense that the in-between 
points o f  the PW L segments tend to be out o f  control as discussed in previous section (Fig.2.10). As 
the enhanced T R  is only s lightly inclined to accumulate the local errors, it could compete w ith  the 
approximation-based approach.

The computational overhead o f  the methods can be estimated by making a comparison between 
(2.33) and (2.34), and taking into account the step/ segment length control mechanisms. As many as 
9 and 11 simple operations (+ ,-,*) are required when using (2.33) and (2.34), respectively. 
A dditionally, (2.33) requires one exponential function evaluation that can be performed effectively 
w ith  table look-up technique. Sim ilarly, to calculate the segment/ step, the PW L approximation- 
based and the enhanced TR-based technique use accordingly the functions <D, <J>Tr, <1*™«., all treated 
w ith  table look-up method. The standard TR exploits the formula (2.6b) including the root 
extraction, fo r which the table look-up m ight be used as well.

Apparently, the PW L approximation algorithm saves 2 simple operations, but it requires an extra 
exponential function evaluation as compared to the TR algorithms. For binary search, w ith  n 
segments used to define the exponent, at most log2« comparisons are required [R AL71]. Using 16 < 
n < 32 gives log2« < 5 (w ith  an average less than 4). As a result, the CPU time that the PW L 
approximation algorithm needs to calculate a point, takes some 10% longer. In practice, however, as 
it performs fewer points than the TR algorithms (as shown above), the effective speed o f  the PW L 
approximation-based and the enhanced TR-based algorithm is usually the same.
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I I H E

Fig.2.15. P W L  errors re levant to  waveform s o f  F ig .2.7 (dashed line) and Fig .2.14 (so lid  line ) obtained 

w ith  P W L  approx im ation  based technique and enhanced TR  technique, respectively (/>,*,=£0=0.08)

On the other hand, the advantage o f  the PW L approximation-based approach is that it  follows 
perfectly the original smooth solution, as opposed to the TR-based technique w ith unrealistic 
overshooting or error accumulation appearing in some cases (solid line in Fig.2.15). Ultimately, only 
the PW L approximation-based and the enhanced TR-based algorithm w ill be used in the remaining 
o f this work.

2.6 Other macrosimulation issues

Because o f  their inertial nature most analogue units may be modelled w ith  basic inertial blocks. 
Besides, the am plifier macromodel presented in the next chapter w ill be shown to require an extra 
dynamic element, i.e. the slope lim iting module. A lso some other effects encountered in analogue 
circuits need special treatment. In this section, attention is focused on signal multiplication and 
integration. From the point o f  view  o f the PW L approach, both effects may be regarded as special 
cases.

Assume an effective input signal in form: u = uo+ rt. For the output signal x  o f  an ideal integrator 
we have the formula

x ( t )  =  j ( u 0 t + ' ^ - ) + x 0 (2.35)

where T  is the integrator time constant and x0 is the in itia l value o f  x. I f  the linear segment xu„ 
crosses x  at (0, x 0) and (tu x(t{)), then A* =  | xun - x  | as a strictly quadratic function reaches its 
maximum value A ^  =  | rt\ | /(87) at t = h/2. Thus by letting Pmx =  &xmx the maximum PW L 
segment length may be obtained
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W t t
where p„x is an arbitrary approximation accuracy (in Chebyshev sense).

Observe that the segment length t\ is constant for a given input slope w ith  no respect to actual values 
o f  a: and u. In particular, fo r r  =  0 the integrator output is a perfectly linear waveform, so that t\ = 
Thus the basic P W L approximation algorithm also holds, but in  this case the «1» function must be 
replaced by form ula (2.36).

The enhanced TR algorithm can be applied too. For this purpose note that

Hence, by invoking (2.46) one obtains

1
x k = - « *  (2.37)

V, -  V +  “ *r_l +  ft -  v  I M* _1 h  'x k x k-i + nk -  x k-1 + —j r hk + (2.38)

Observe that (2.38) matches ideally (2.35) so the relevant LTE is zero, and the mappings 4>rR and
4>7* f  are not applicable in this case. As a consequence, to control a step here, the formula (2.36) can
be used as well. Because o f  it when addressing an integrator, no difference between the PW L 
approximation-based and the enhanced TR-based algorithm can be found.

A  sim ilar result may be obtained for an ideal m ultiplier. When its output satisfies a formula x  = 
au\u2 and the input signals are respectively u\ = w01 + rxt, m2 = «0 2 + H ,  we have

x ( t )  = fl«oi«o2 + « (« o i ' ,2 + «o2ri ) t  + a rir2 t 2 (2.39)

Since the maximum value o f  the distance function is \ jmx= a | r,r2 \ t \ l \ ,  the formula for the PW L 
segment length takes the form  o f

*> = 2 t i t  (2 -4° )Va l rl r2 I

Additionally, a realistic m ultip lier macromodel should be provided w ith  an inertial block as its 
output stage.

In the context o f  this section, it is to be pointed out that another PW L approximation-based 
algorithm can be used too [KRU96, CHE66], In that case the obtained points •*,/„(*,) are no longer 
assumed to lie on the original curve x; so x  is in some sense interlaced by xUn waveform. However, 
the corresponding approximation algorithm is efficient on ly fo r quadratic curves, and i t  requires a 
CPU intensive optim isation procedure otherwise. Moreover, no unique solution is guaranteed 
[C H U 86],

On the other hand, observe that the enhanced TR technique provides a kind o f  approximation 
crossing the original waveform x  (fo r inertial blocks). This results in erroneous overshooting in some 
cases, but the method is less prone to error accumulation, when cascade structures are considered. 
We w ill address this problem in Chapter 6 .

3. MODELLING OF SIMPLE FUNCTIONAL UNITS

A t the functiona l s im u la tion  leve l analogue units, like  am plifiers, adders, voltage comparators 
or m u ltip lie rs  are dealt w ith . For the purpose o f  m ode lling  by means o f  the P W L technique, 
the ir D C  characteristics should also be represented in  a P W L form . Based on the bu ild ing  
blocks in troduced in  Chapter 2, basic tim ing/bandw id th  and DC  specifications inc lud ing  some 
nonlinear effects, like  saturation, are feasible [D A B 9 6 K , D A B 99F ]. However, there is a 
d is tinc tion  between the functiona l-leve l macromodels (models) and the SPICE-like 
macromodels composed o f  physical elements (such as transistors, diodes) o r contro lled 
sources [B O Y 7 4 ], In  contrast to those electrica l-leve l macromodels, the functiona l-leve l 
m acrom odels tend to comprise the invo lved external c ircu itry  (usually the feedback elements) 
w ith in  a com m on un it. Feedback loop elements ( i f  exist) are, in  some sense, hidden inside the 
m odel. From  electrical po in t o f  v iew  i t  also means that the P W L signals represent voltages and 
the blocks used fo r synthesis are assumed to be unidirectional so that currents are usually not 
accounted for. E lectrical effects that require bi-directional signal f lo w  (such as fo r transmission 
gates or coupling capacitors) should be avoided by means o f  incorporating them in to the build ing 
blocks, like  in  case o f  the tigh t feedback loops.

In  princip le , a functional-level analogue macromodel m ight be thought as a structure composed 
o f  basic bu ild ing  blocks such as the inertia l b lock, integrator or the purely static block. Typica lly, 
tw o bu ild ing  blocks connected in  cascade m ight constitute a simple model. Those blocks 
represent usually the front-end and the output stage o f  a real analogue unit. When possible, the 
relevant specifications are assigned to ind iv idua l blocks separately, e.g. large signal- and small 
signal behaviour or delay- (invo lved w ith  saturation) and rise/fall effect.

On the other hand, it  has been shown [R U A 91, K R U 96 ] that basic log ic functions, performed 
typ ica lly  by  lo g ic  gates, can also be im plem ented by sim ple analogue operations along w ith  
some delay mechanism when P W L signals are assumed to be the ir arguments. However, this 
approach cannot be easily used fo r behavioural models o f  complex d ig ita l units, w h ich  usually 
make use o f  the Boolean- o r a m ultip le-value algebra (e.g. 1,0,X ,Z). Hence, fo r complex m ixed 
A /D  networks the m ixed signal sim ulation is preferred [SAL94], Clearly, the P W L- and the logic 
models (used in  the presented approach) require signal conversion, when signals have to 
propagate between them. As a consequence, the effective outputs o f  log ic models driv ing 
analogue units are o f  the P W L type as well.

In  this chapter the P W L macromodels o f  voltage comparator, am plifie r and log ic gate are 
addressed. T he ir detailed time/frequency specifications are taken into account and the introduced 
previously basic inertia l bu ild ing blocks are used fo r synthesis. F inally, a performance o f  the 
macromodels derived is shown by a comparison to the respective SPICE estimates in  the time 
domain.
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3.1 Voltage comparator macromodel

For a comparator that switches its output between tw o voltage levels the delay effects are 
essential. A  few  factors influence the comparator tim e delay: input in it ia l polarisation, input 
overdrive and loading effects at the output. A lso an in trinsic delay must be accounted for. To 
represent the delay effects caused by the input signals a cascade o f  two bu ild ing  blocks and a 
delay mechanism can be used

T0±  + x  =

Ti y  +  y  =  f i ( x )

where uinfI denotes the d iffe rentia l input signal. The nonlinear function /o (  ) enables one to 
represent the in it ia l polarisation and the overdrive effect, w hereas/i(-) is a P W L approxim ation 
o f  the comparator D C  characteristics (F ig. 3.1). W ith in  a short range xe[V., V+] it  rises w ith  a 
constant gain o i( U OH- U0l)I{V + - K ). For x >  V+: f t (x )  =  U0n  and fo r Jt <  F .:/ , ( * ) =  U0L. The 
function fo ( ) does not influence the D C  characteristics, since it  rises w ith  the gain ko equal unity 
fo r uinpe[U ., U+], and U. <  V., U +>  V+. In  fact, the bigger the in itia l polarisation and the less the 
input overdrive, the longer the tim e required to leave the saturation zone in  the second block. 
However, in  order to lim it  an impact o f  the large in itia l polarisation on the delay tim e, the gain A0 
outside the range [t/_, U+] must be substantially reduced.

To match the typ ica l tim ing  specifications fo r a voltage comparator we assume a step function 
fo r Ui„p, so that i t  changes from  Ua to Ub. In the steady state fo r uinp-  Ua\ u0Ut = U0l and fo r uinp = 
Ub: u0ut= Uoh- B y  p u ttin g /0(J7a) = /„  and fo(U b) = f b, the step response o f  the firs t b lock takes the 
form

x ( t )  =  f a + ( / „ - / * )  e - ' /T° (3.2)

Hence, the tim e required fo r the second b lock to leave the saturation zone (i.e. fo r x  to rise in  
tim e from  f a to V.) can be found from : =  T0 \n[{fb - f a)l(fb-  V )].
M oreover, fo r large overdrives at the input the signal x  rap id ly crosses the active zone [V., V+] 
(see A /i in  Fig.3.1), so that

f \  x ( * ) ]  ~  U o l  +  ( V 0 H  -  U 0 L ) l ( t - t di . )  (3.3a )

y ( t )  *  U 0L + [ { U 0 H - U 0 L ) {  1 -  ) /r ' )] l ( t  -  tds) (3.36)
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The tim e constant T\ can also model the capacitive loading effect at the output s im ila rly  to (2.2). 
The rise delay tim e fo r j; to change from  U o l to the threshold voltage level U t h  can be calculated 
from  tdr= Ti \n [{U 0H- U0l)!{Uoh- Uth)]- In particular, fo r CM OS circuits usually UTh =  (Uoh + 
Uol)f t  and we have tdr= T \ ln2. F inally, the output signal u0Ut can be obtained by using the delay 
mechanism

u„uAO = y ( t - t d i )  (3-4>

where tdi is the comparator intrinsic delay time.

Fig. 3.2. Comparator step responses to different initial polarisation

Fig. 3.3. Comparator step responses to different input overdrive

The to ta l delay tim e o f  th is  macromodel is the sum o f  saturation delay, rise /fa ll delay and 
in trins ic  delay: td= tds. + /*■+ tdi The sim ple synthesis concentrates on a lim ite d  class o f  step- 
input signals. On the other hand, the macromodel behaviour derived represents in  some sense 
the physica l phenomena in  a real comparator c ircu it. Hence, it  is said to possess the predictive 
a b ility  feature [C H U 80 ] and is expected to also w o rk  w e ll fo r s lo w ly  changing inpu t signals.

Based on the form ulas derived the estimates o f  the macromodel parameters (To, T\, ko, U., 
U+, tdi) can be found. Preferably a careful scaling procedure should be used fo r particular 
com parator specifications to obtain the optim al parameter set [C AS 91], S lo w ly  changing
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inpu t signals can be also considered. However, no c la im  is made regarding macromodel 
s u ita b ility  to id ea lly  m im ic  the real comparator behaviour fo r a ll situations.

Here, the m acrom odel performance fo r the L M 3 11 comparator is illustrated loaded at its output 
by a lOpF capacitance and a pu ll-up  resistance o f  2kO. The optim al parameter set, obtained by 
the scaling procedure to  match SPICE macromodel estimates, is (105ns, 33ns, 0.2, -20m V, 
+20m V , 5ns). In  Figs. 3.2 and 3.3 the tim e responses to the step inputs obtained w ith  the PW L 
approximation-based technique are presented. The impact o f  the input in itia l polarisation may be 
seen in  F ig.3.2 (-30m V  and -lOOmV respectively w ith  +5m V  overdrive). The discrepancy 
observed between P W L- and SPICE waveforms in  the ir upper part can be neglected in  a typica l 
application, e.g. when the comparator drives a log ic  gate. Consequently, in  Fig.3.3 the time 
responses to  d iffe rent inpu t overdrives are given (+10m V  and +20m V respectively w ith  -lOOmV 
in it ia l polarisation). For comparison, the accurate SPICE estimates are plotted w ith  dashed lines. 
In  addition, in  F ig .3.4 the macromodel response to s low ly changing input signals is shown. Both 
inputs rise linea rly  w ith in  a tim e interval o f  (0, l j is )  from  -30m V and - lOOmV respectively up to 
+5m V. The respective SPICE estimates are also plotted (dashed line).

Fig. 3.4. Comparator time responses to slowly changing input signals

The sim ulation speed-up obtained as compared w ith  SPICE macromodels is up to 1000 times for 
Pmx =  0.08V and up to 500 times fo r / w  =  0.02V. S im ila r results can be obtained w ith  the 
enhanced T R  approach. It  is to be pointed out that this speed-up comes out not on ly  o f  using the 
exp lic it P W L  analysis, but it  is also due to the functional level o f  abstraction used as opposed to 
the detailed m acrom odelling in  SPICE. Nevertheless, the above comparison seems to be 
reasonable and may serve as an indirect comparison w ith  other techniques, since SPICE is 
usually viewed as a k ind  o f  standard in analogue modelling.

3.2 Amplifier macromodel

For an am p lifie r the macromodel synthesis procedure is much simpler. Usually the fo llow ing  
specifications m ust be accounted for: gain, dom inant pole, saturation, output resistance and slew 
rate. For sm all input/output signals a fu lly  linear macromodel is sufficient. However, to cover a 
fu ll range o f  input amplitudes the nonlinear fu n c tio n ^  ) and a special s lope-lim iting mechanism 
(S L M ) [D A B 9 9F ] m ust be used. The S LM  does not begin to act un til I A«,„ | >  utk, where A i s  
an in it ia l increm ent o f  the input signal (when starting from  the quiescent po in t) and ulh denotes
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the threshold voltage that puts the am plifie r input stage into saturation [SOL74]. Consequently, 
each linear segment o f  w ith  amplitude above this threshold is checked fo r the slew-rate (SR) 
parameter. I f  the segment slope \d u jd t \>  SR/k, its value is reduced to the lim it SR/k  (k  is the 
am p lifie r gain) and the next PW L segments are shifted appropriately along the tim e axis to avoid 
tim e discontinuities (see F ig.3.5).

TIME [ s e c j  x i a - 3

Fig. 3.5. Functioning o f slope lim iting mechanism for small input (*=50)

T I M  ( f e e )  . I « " 3

Fig. 3.6. Am plifier time responses for k=50 (SR=0.5 V /ns ,/i= lM H z)

The segment sh ifting  holds w e ll fo r  relatively small input amplitudes. However, when the input 
signals are larger, a d ifferent procedure is preferred fo r the SLM . In this case the am p lifie r input 
stage is deeply saturated, so the output continues to slew although the actual input slope does not 
exceed SRIk  any more. To fo llo w  this effect, the S LM  has to decide how to proceed w ith  the 
s low ly  changing segments (which fo llo w  the fast one). For this purpose, at the tim e instant for 
w h ich  the slope lim itin g  is like ly  to stop (fo r smaller amplitudes), the difference u-ylk is 
checked. I f  i t  is  smaller than the next segments are shifted (as mentioned earlier). Otherwise, 
the S L M  does not change the slope SR/k  at its output un til the orig inal signal u is crossed (see 
Fig.3.6). A s  a consequence, the remaining u need not be shifted.

A s w e ll as the S LM , tw o cascaded inertia l blocks are required. The firs t gives gain and the 
dom inant pole, whereas the other one serves as an output stage. Denoting the signal obtained 
from  S LM  by w*ta, fo r the firs t b lock we have
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T0x  + x  =  k uin , when \k u in \ <  U m (3.5a)

T0x  +  x  =  U os , when |Am*, | >  U „  (3.5b )

where To is the inverse o f  a dominant pole frequency <o0 (T a =  l / ta 0) and Uos is the output 
saturation voltage. For the second bu ild ing block

Tt y  +  y  =  x  (3.6)

where y  =  u0U, is the am p lifie r output signal and T\ depends on the output resistance R ou, and 
output capacitance Cout as w e ll as a capacitive load C/.

In  Fig.3.5 the function ing  o f  the S LM  fo r a re lative ly small signal is shown. The uin signal 
consists o f  fou r P W L segments. Slopes o f  the firs t tw o  segments exceed SR/k, but the S LM  
lim its  on ly  the slope o f  the second one above the threshold voltage Hr* =  80 m V. It  corresponds 
to a noninverting am p lifie r (b ipo lar transistor) w ith  SR =  0.5 V /^s , closed loop gain k=  50 and 
coo= 125600 rad/s ( / i= lM H z ) .  Slopes o f  the fo llow ing  segments need not be lim ited  since they
are less than SR/k, and they are sim ply shifted along the tim e axis. The solid line denotes the
orig ina l input signal and the dashed line the lim ited  one. In  Fig.3.6 the am p lifie r output 
waveform s fo r uin are given (the P W L approxim ation is not plotted fo r c la rity  o f  the diagram).

T I M  C.ac] *1»-»

Fig. 3.7. Functioning o f slope lim iting mechanism for large input (A=10)

Fig. 3.8. Am plifier time responses for k= 10. PW L waveform is not plotted for clarity o f diagram
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The u out solid line has been obtained w ith  the SLM , whereas the u0U, solid line w ithou t it. For 
comparison the SPICE estimate o f  the u out is also plotted (as the dashed line).

For other values o f  k  (Arao=const.) the tim e responses fo r various input signals also g ive a 
good approxim ation  to SPICE estimates. In  F igs.3.7 and 3.8 another example o f  the input and 
output waveform s fo r A=10 is given. A  slope o f  the firs t inpu t segment is lim ited  after 
crossing u,h. W hen the output o f  S LM  (dotted line  in  F ig .3.7) reaches 0.4V, the difference 
between u  (so lid  line) and the feedback signal ylk  (dashed line) is checked. Since in th is case 
it  is  approxim ate ly 160 m V , the S LM  output continues to rise w ith  no change o f  slope u n til u 
w aveform  is crossed. N ext, i t  fo llow s u segments. The corresponding am p lifie r tim e response 
is shown in  F ig .3.8. For comparison the SPICE m acromodel estimate is p lotted w ith  dashed 
line.

B y  means o f  this approach the PW L sim ulation o f  the am plifie r is also up to three orders o f 
magnitude faster than SPICE.

Using a more natural way to represent the slew-rate effect, as w ith  a closed loop Op Am p 
[SO L74], leads to a problem o f  tigh t feedback. The input o f  the nonlinear S LM  no longer 
depends on the in itia l Aw,„ but on the difference u^ylk . In this case the presented PW L 
approxim ation algorithm  requires an iterative approach to maintain accuracy. However, because 
o f  its slow  convergence fo r tigh tly  coupled loops [NEW 84, DEB87], it  is undesirable to give up 
the simple approach used here. On the other hand, this w ill result in  some loss o f  accuracy, 
particularly when narrow  pulses are applied to the am plifie r input.

3.3 Logic gate macromodel

A t the functional sim ulation level, log ic units like  registers, counters, multiplexers or memories 
are dealt w ith  rather than gate prim itives. In fact, also simple gates can play im portant role in  a 
d ig ita l (or m ixed) system and hence, they may be viewed as a special case o f  the functional unit. 
M oreover, they perform  the fundamental logic operations that all logic units are based on. Using 
the P W L approach [D R Y 85, R U A 91] to logic gate m odelling we define:

A N D  ( x i , x 2, . . . )  =  M in  ( jc j , jc 2, . . . )  (3.7a)

O R (x v x 2,.. .  )  =  M a x (x l ,x 2, . . . ) (3.76)

N O T  (jc) =  VL +  V „ - x  (3.7c)

where VL, VH, are respectively the low - and high-level logic voltage. Apparently, the right-hand 
side operations in  (3.7) are w e ll suited to proceed w ith  P W L signals, w h ich are in  this way 
equivalent to m ultip le-value log ic signals. In  addition to Boolean L  and H , at least two extra 
states R  (rise) and F  (fa ll) are required (accomplished by X  as unin itia lised state). Consequently, 
any log ic  signal may be represented as an ordered set ...,(4  s*)> (<<+i, sj),... where ti <  /;+i and s* *  
Sj are d ifferent logic states. In particular, the R- comes usually after the /.-state and the F -  after 
the //-sta te . Some changes are forbidden, e.g. / / -» /?  or / / - » L .

A n  equivalent P W L  signal can be obtained by using constant voltages fo r the Boolean H -  and 
/-s ta te , and linea rly  changing voltages fo r R - and F-state. For some signal (see F ig.3.9) 
defined as the sequence: (/0, L ), (t\, R ), (h , H ),  (t3, F ), (t4, L )  the voltage rate o f  its ris ing  edge
that comes at ti is equal r = ( V H- VL)l(t2 - 1\) >  0. Consequently, fo r the fa lling  edge com ing at
ti, we have r  =  (V L~ VH)l(tj,-  h )  <  0. Moreover, to handle some unknown states we assume the 
ris ing and fa llin g  edges to start or stop at any intermediate value V/, so that VL< V t < VH.
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In  addition to the form ulas (3.7), the P W L logic gate macromodel needs a slope acceleration 
mechanism [RUA91 ], so that the output rate is

ra = P r inp, ra e  \Fnu > (3.8)

This rate is lim ited  by fo r the fa lling - and by Rmx fo r the ris ing edge as stated. The 
coe ffic ien t (S is chosen ind iv idua lly  fo r each type o f  a gate. I f  Cs is a self-capacitance o f  a gate 
and C0 is its fanout capacitance, the output rate ra is reduced

C  (3.9)
C , + C n

To propagate Ujnp w ith  a new slope ra, the corresponding prim ary P W L events are replaced w ith  
the new ones as shown in  Fig. 3.10.

Fig. 3.10. PW L signal conversion in logic gate

The delay tim e depends on the input rate rinp and also on C0 (not on ly  on г<лр as assumed in 
[R U A 91]). To calculate the delay tim e td fo r M O S gates we use the form ula w ith  a product o f  the 
m entioned above parameters considered as its argument [C H N 88 ]

td =  C o ' f ( C 0 ' rinp) (ЗЛО)
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The functions /{■) are obtained ind iv idua lly  fo r different gates based on SPICE estimates 
[ZAJ98] and are implemented in a form  o f  tables to support the look-up technique.

This model may be referred as fu lly  behavioural w ith  a logic function defined by eqns.(3.7), and 
tim in g  specifications defined by eqns.(3.8) through (3.10). In  contrary to this, using a more 
natural approach one comes to structurally oriented modelling. As a result the tim in g  part o f  the 
behavioural model can be represented w ith  the inertia l bu ild ing block, as shown in  F ig .3.11. 
C learly, th is model needs careful parameter adjustment to meet the specifications, and should be 
provided w ith  the P W L approximator at its output. A lternative ly, the inertia l block can be 
discretised due to the enhanced TR  algorithm.

On the other hand, the enhanced structural model o f  a logic gate, in  wh ich the delay tim e and 
output slope tim e may be distinguished, can be patterned after the comparator macromodel 
derived in  Section 3.1.

Basically, those macromodels are lim ited to simple gates. For more complicated units different 
approach is used to describe the ir logic functions and delays as we ll. In this case the input- and 
output stage o f  a un it are separated from  each other, so that the output rate depends on ly on C0 
(eqn.(3.9)), and ra is assumed to be a constant. Consequently, the delay tim e can be represented 
as a sum of: the input-stage delay tdj, intermediate-stage delay and output-stage delay tdo.

=  tdi +  td, + tio (3.11)

where t<ti= f \ { r inp), /<*= const, and / * = / 2(C0).

A lso the form ulas (3.7) alone are insufficient. In fact, they can be accepted in  m odelling the input 
and output gate stages o f  a complex unit. In this case they usually p lay a role o f  virtua l 
converters between the logic- and P W L domain, whereas fo r the internal part o f  the unit a 
behavioural description is preferred. This problem is discussed in  more detail in  Chapter 4.



4. MIXED-MODE PWL/ LOGIC MACROSIMULATION

Since i t  is d if f ic u lt  to propagate non-Boolean states through com plex log ic  b locks, using a 
m ixed-m ode technique to m acrosim ulation o f  m ixed A /D  networks seems to be a reasonable 
approach. In  particu la r, in  th is  context we address the intermediate values V /e (V i ,VH) 
perform ed by the P W L approach. Because o f  it, fo r  com plex log ic  b locks log ica l m odelling  
w o u ld  be preferred. Hence, the relevant m ixed models w ou ld  require lo g ic -to -P W L and P W L- 
to -lo g ic  signal converters [S A L9 4 ], A s  compared to previous w ork , the fu lly  un ifie d  P W L 
treatm ent o f  A /D  networks, introduced in  [R U A 9 1 ], is no longer applied here. In  contrast to 
that un ifie d  approach, using the m ixed-m ode technique enables behavioural lo g ic  m ode lling  
that is not lim ite d  to  the gate level. In  fact, at the functiona l s im u lation level behavioural log ic  
m ode lling  is indispensable fo r  several reasons: abstraction from  unnecessary details (also 
from  m odel inner structure that m igh t be unavailable p r io r to step down to a low er design 
leve l), capab ility  o f  emphasising functiona l specifications and compactness o f  model 
description.

In  th is  chapter, techniques used fo r m ixed-m ode P W L / log ic  m acrosim ulation are addressed. 
A lg o rith m s that the pro to type m ixed-m ode sim ulator is based on are presented and the ir most 
d is tingu ish ing  features are emphasised. The log ic-to -P W L and P W L-to-log ic v irtua l converters 
are discussed in  deta il as w e ll. F ina lly , the chapter content is accomplished by a sim ulation 
exam ple o f  a ha lf-flash  A /D  converter, perform ed as a m ixed model.

4.1 Simulation algorithm

As m entioned in  Section 1.1, m odem  sim u lation techniques, in  particu la r the m ixed-m ode 
sim ulation, tend to adopt mechanisms typ ica l o f  log ic  sim ulation [B R E 75]. The com m on use 
o f  event-driven and selective-trace modes proved to be a u n ify in g  mechanism in  m ixed-m ode 
s im u la tion  [S A L94 ]. F o llo w in g  that experience, in  the presented m ixed P W L /lo g ic  approach 
the same princ ip les are explo ited.

To establish th is k ind  o f  s im ulation, a time-queue and an event-scheduler are introduced. As 
opposed to  log ic  sim ulation, special attention m ust be paid to the P W L s im u la tion  when 
de fin ing  an event. Observe that the PW L-events can be generated by subsequent breakpoints 
(4 , Vk) in  a natural way. In  fact, tw o subsequent po in ts (tk, Vk), (/*+,. Vk+l) are required fo r an 
event to be determ ined at the tim e instant tk In  practice, th is event can also be defined as a 
change o f  the corresponding rate rk =  (V kH -  Vk)l( tk -  4 ) assigned to (tk, Vk).

W henever the event at a b lock  output occurs, i t  is  possible to schedule a ll o f  its  fanouts to be 
processed (b locks d irec tly  con tro lled from  that node). Since the on ly  b locks that are processed 
are those w h ich  are affected d irec tly  by the event, th is  technique is referred to as selective-
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trace. F o llo w in g  the selective-trace princip le , on ly  the active parts o f  the sim ulated network 
are analysed. A c tive  blocks generate events (accordingly P W L- or log ic  ones) each tim e they 
produce a new P W L breakpoint or make a transition to a new log ic  state, respectively. Thus, 
processing an event means analysing the fanout blocks adjacent to the ir input node, activated 
recently. The fanout blocks are found from  the fanout table that is available after com p iling  a 
ne tw ork netlis t. Consequently, the analysis fo llow s (traces) the signal propagation, whereas 
the rem a in ing (latent) parts o f  the network are skipped (and i f  inactive at a ll, need on ly  to be 
in itia lised). A s  a result the relevant blocks are scheduled and next processed due to the signal 
f lo w  in  a network. A lso  self-scheduling o f  a P W L b lock is required when the output produces 
a new event. C learly , in  this case the b lock has to be processed further to fo llo w  its transient 
behaviour, regardless any new events at the b lock input occur.

F ig . 4.1. T im e  queue as indexed lis t

The event-scheduler contro ls the order o f  s im u lation based on a time-queue, w h ich  is 
organised as an indexed lis t (see F ig.4.1). The time-queue contains tim e-po in t headers that 
po in t to queue-entries grouped in to true event-lists (inc lud ing  names o f  blocks to be 
processed), each assigned to a given tim e-poin t. PT denotes the present tim e pointer. I f  a new 
event is encountered, the corresponding fanout blocks can be added to the queue thanks to the 
lis t o f  tim e-p o in t headers and an extra po in ter that points to the end o f  an event-list. This 
structure d iffe rs  fro m  the standard time-queue indexed lis t in  that the tim e-po in t headers are 
arranged as a lis t rather than a vector (array) where tim e instants are integer m u ltip les  o f  some 
prescribed tim e-step At [S A L94], Using the lis t seems to be a more reasonable approach. 

O therwise, a very fine  At would be required to schedule P W L events, resu lting in  a large 
num ber o f  tim e-po in t headers, w ith  most o f  them po in ting  to no events.

A n  a lgo rithm  fo r  processing the PW L-event is depicted in  Fig.4.2, where E t is a b lock  to be 
analysed and tk is a tim e o f  activation (current event). F irst, the current inpu t x inp and 
prev iously  predicted output state o f  Ej are identified. The actual segment o f  x inp is converted 
in to the u segment (as defined in  Section 2.1), and the am plitude Vk is updated due to the 
re la tion between tk and tnexx, w h ich  represents the output breakpoint predicted previously. I f  tk 
= (next, the predicted output Vnexl is taken as the actual ou tput Vk. O therwise, Vk has to be



60

PW L event processing(E t ,  tk)

{ get_input&state ( E it tk); (* input and predicted output segment *)
convert_input_segment( E i>tk); (*  u - f (x ,np) *)
■f (tnext >  tk) Vk * [ Vnext - (Vnext " Vk-})'(tnext - tk)/(t„gxt “

else Vk < -  Vntxt; (* tnex, = tk *)
get_next_point; (*  find next breakpoint ( Vnex, , tnexl) *)
out (Vk, tk) (*  update output *)

ou t_nex t< -(V naa, t next); (* predict next output *)

i f  ( E t active ) ( *  output o f Ei changes for t >  tk * )

{ schedule ( Eit  tnex, ); (* self-scheduling *)
schedule ( PWL_fanouts( Et ), tk);

schedule ( logic_fanouts( E , ), tk + A t); (* i f  threshold crossed *)

i f  ( fanouts( E t ) already scheduled for t* > tk or for /*  > tk + A t)
unschedule ( fanouts( E i ), t*)

}

}

Fig. 4.2. Processing o f PWL event in mixed-mode simulator

recomputed. N e x t, the P W L analysis is perform ed using the approxim ation-based o r the 
enhanced TR-based a lgorithm . O n ly  the nearest P W L breakpoint (Vnext, tnexl) is com puted (i.e. 
Vnext, tnext are updated) and the resu lting output segment is defined by  the boundary po in ts ( Vk, 
tk) and (V next, tnext)- Then Ei is scheduled (placed in to the queue) to be analysed again fo r tnext 
>  tk. Observe that P W L-type  fanouts are scheduled fo r tk, whereas the log ic-type fanouts not 
u n til the lo g ic  threshold is crossed, i.e. fo r tk+  At.

To avo id undue backtracking, the event-scheduler contro ls ca re fu lly  the incom ing  P W L 
events (breakpoints). In  particular, i f  an event appears at tk, and tk <  t*, then the p reviously 
scheduled event at t*  fo r  the fanout b lock is discarded, the new event is scheduled fo r the 
instant 4 , so the b lock  output w i l l  be updated fo r tk.

A  s lig h tly  d iffe re n t a lgo rithm  is required fo r log ic  events associated w ith  behavioural log ic  
models. I t  is because log ic  units d iffe r substantia lly in  the ir behavioural func tiona lity . The 
other reason is that the particu lar log ic  inputs o f  a m odel feature usually d iffe rent 
specification, and d iffe ren t v io la tions m ay occur fo r them (such as spikes, setup or ho ld  tim e 
vio la tions). Hence, reporting o f  v io la tions are incorporated in to  a log ic  m odel. Besides, the 
source o f  activa tion  m ust be recognised to proceed an event e ffec tive ly  (see Section 4.3).

The overa ll s im u la tion  f lo w  is presented in  F ig .4.3. The blocks are analysed subsequently 
w ith in  the m ain s im u la tion  loop fo r the actual sim ulation tim e tk. A fte r all events (b locks) 
from  the re levant lis t have been processed o r cancelled (discarded) the lis t becomes empty, 
and i t  should be rem oved fro m  the queue. Since a size o f  the tim e queue is lim ited , some later 
events are placed on an extra lis t, called remote list to avo id ove rflow . The remote lis t plays a 
ro le o f  a bu ffe r, and i f  any lis t is removed fro m  the time-queue, a new  lis t o f  pending events 
( i f  ex is t) from  the remote lis t can be put in to  the queue. F ina lly , the tim e is advanced to 
continue s im u lation.
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in itia lisesim ulation
{ com pilenetlis t; com pile inputstim u lus; 

arrange_time_queue; arrange_remote_list

}
tk <— 0; (* reset simulation time *)

repeat
enter_time_queue (tk ); 
while ( eve n tjis t not empty )

{ identify_block; 
i f  (PWL_type ) PWL_event_processing ( E it tk ) 

else logic_event_processing ( E t, tk )

}
add_pending_events_to_queue; (*  from remote list *) 

increment_simulation_time ( /* ) 

until ( tk =  ts,op )

F ig. 4.3. Main algorithm for mixed-mode PW L/ logic simulator

The m ain a lgo rithm  is used to also establish the in itia l conditions in  a network to be 
simulated. In  th is  case the analysis begins w ith  ze/o-P W L in it ia l conditions, logic X-states 
(un in itia lised ) by default and constant external inputs, a ll together assumed as a starting point. 
Once the P W L signals stabilise (stop changing) at the rate r  <  rmi„ ~ 0, and a ll A'-states are 
replaced by determ ined log ic  states, the pure s im ulation may begin. C learly, predefined in itia l 
conditions m ay be introduced as w e ll.

4.2 Mixed-mode interfacing and synchronisation

A n  interface between the P W L- and log ic  sub-sim ulator plays an im portant role. A fte r 
com p iling  a netlis t, a ll P W L-un its  w ith  fanout o f  log ic  type are equipped w ith  P W L-to -log ic  
converters, and v ice versa, log ic  units that contro l PW L-type blocks, w ith  log ic-to -P W L 
converters. The relevant converters that provide this in terfacing are, in  fact, v irtua l objects 
since they do no t represent d irec tly  any physical elements in  a network. Basica lly, at lower 
levels o f  abstraction the v irtua l converters are dependent on technology (e.g. T T L , ECL, 
M O S ), and when defin ing , one should pay special attention to the loading o r b i-d irectional 

coup ling  effects [S A L94, D A B 9 6K ].

Here, at the functiona l level, th is task appears much sim pler unless detailed tim in g  is required. 
On the other hand, the nowadays designs are oriented m a in ly  towards M O S circu its, fo r 
w h ich  b i-d irec tiona l coupling m ight usually be neglected, and capacitive loading effects are 
crucial. These, in  turn, can be effective ly  m odelled w ith  the basic bu ild ing  blocks as stated in 
Section 2.1. F loa ting  elements such as transmission gates cannot be represented separately 
and should be incorporated in to the blocks (as m entioned earlier). As a consequence, the
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required lo g ic -to -P W L  converter can be based on the PW L-m odel o f  a gate (Section 3.3), 
where some standard value fo r the slope ra may be assigned to a corresponding log ic  event. 
However, th is  k in d  o f  conversion is somewhat cumbersome. That is, a lo g ic  b lock  should 
ou tput the respective lo g ic  event at the tim e instant, fo r w h ich  the resu lting P W L segment 
should start (rather than m atching d irec tly  the log ic  delay due to voltage threshold). The 
p rinc ip le  o f  lo g ic -to -P W L  conversion is shown in  F ig. 4.4. The th in  line  represents log ic  input 
to the converter, whereas the th ick  line  its P W L  output (w ith  slopes rou, defined as in  Section 
3.3). The lo g ic  events occur at the tim e instants t\ through t3. A pparently , they come earlier 
than they w o u ld  come unless the conversion were required fo r the lo g ic  b lock  (see At\ fo r the 
event at t \ ).

To process an event, the lo g ic -to -P W L converter should recognise its log ic  inpu t and actual 
state. In  pa rticu la r fo r tu the converter updates the output as (V L, t\), and computes the next 
breakpoint to  appear AtR later w ith  the am plitude VH. Then, the scheduler schedules the 
relevant fanouts to be processed fo r  t\, and the converter its e lf  to be processed fo r (V h , 
Ii+AIr).

The converter m ay be treated as a k ind  o f  the bu ild ing  block. A n  a lgorithm  fo r processing a 
log ic  event in  the lo g ic -to -P W L converter is depicted in  Fig.4.5. F irst, an actual ou tput state is 
recognised using the state variable. For example, the state variable is reset from  ‘0 ’ to R' to 
indicate that the output begins ris ing  when the inpu t changed from  0 to 1. N ext, suppose that 
the log ic  inpu t changes from  1 to 0 before the am plitude Vh  is reached. Consequently, the 
converter is scheduled and processed fo r that tim e. In  th is case, tnext (com puted prev iously) is 
found to be bigger than the actual event tim e tk, so the output is updated as (V k, tk) and the 
next breakpoint w ith  the am plitude VL is calculated (state is reset to ‘F ) .  Unless the log ic  
input is too short (such as in F ig.4.4), the am plitude VH is reached as the nearest event to be 
processed, so fo r  th is event w e w ou ld  find  tk =  tnext (state is reset from  ‘R ’ to  ‘ 1 ’). To define 
the P W L ou tput segment, the variables out and o u tjiex t  are updated.

C learly, the P W L -to -lo g ic  conversion is s im pler since it  is a conversion from  low er- to higher 
level o f  abstraction. Th is invo lves rem oving unnecessary details from  the P W L waveform . 
The resu lting  lo g ic  signal switches between 0 and 1 after crossing the prescribed log ic  
threshold V,h. In  F ig.4.6 the inpu t and output signals o f  the converter are p lo tted  respectively
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case state o f

‘O’ : { Vk <— VL ; state *— ‘R ’ ’,

tnai<r- tk + ; Vntx, = VH};

‘ 1’ : { Vk <— VH ; state <- ‘F ;
tnext tk + Atf ; Vnext ~ Vl }!

‘R ’ : i f  (tnext > tk ) {V k+ - [V H- r R (<„„, -<*)]; state < - ‘F ;

tnext*- [tk+ (Yk~ VLy rF \, Vnexl = V l)

else { Vk < - VH ; state * -  ‘ 1’ ;

tnext * tenli , VneX[ — Vfj }

‘ jF i f  (tnext > tk ) { Vk < - [ VL +rF (/„«, - tk) ]; state

tnext [ tk+ (Vh- yk)lr, ]; Vnext = VH )

else { Vk <r- V i ; state < - ‘O’;

tnext tend , Vnext ~  ̂/ }

end case;

out <— (yk, tk) (* update output *)

outnext (Vnext > tnext)j (*  predict next output *)

Fig. 4.5. Processing o f event in logic-to-PWL converter

w ith  the th ic k  and th in  line. However, when precise tim in g  is required, the P W L-w aveform  
slope should be taken in to  account to compute the delay tdi o f  the log ic front-end stage (see 
eqn.(3.11) ). The P W L-to -lo g ic  converter has a b u ilt- in  mechanism to check fo r crossing the 
log ic  threshold. I f  a P W L segment crosses the level V,h the corresponding tim e instant is 
calculated (e.g. t\ in  F ig.4.6) and a log ic  event fo r the fanout b lock(s) is scheduled at that 
tim e.

Fig. 4.6. Principle o f PWL-to-logic conversion
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4.3 Macrosimulation example

For illu s tra tio n  a s im u la tion  example o f  an A /D  converter is presented. The results have been 
obtained by  means o f  the pro to type m ixed-m ode functiona l-leve l s im ulator, presented in  this 
chapter. A s  stated, the s im u la to r is event-driven, where the subsequent P W L breakpoints ( Vj, 
ti), lik e  the log ica l (Sk, tk), are defined to be events. Scheduling o f  the events is based on the 
tim e-queue mechanism.

In  F ig .4.7 a func tiona l structure o f  the e igh t-b it ha lf-flash A /D  converter is given. Here, the 
behavioural spec ifica tion  is also necessary to define the macromodels, pa rticu la rly  fo r the 
d ig ita l units. Three-valued log ic  ( 1, 0, Z ) plus un in itia lised X-state are used to cope w ith  
the ir t im in g  specifications, e.g. the ho ld - o r set-up tim e [BRE75, S A L94], For the T /H , the 
am p lifie r m acrom odel is used together w ith  a m em ory mechanism and a sw itch  that perform s 
m u ltip lic a tio n  o f  tw o  P W L signals (the input and the contro l one). A lso  the M U X  
m acrom odel is based on switches and the inertia l b lock at its output. For the A /D  flash a 
signal d iv id e r and com parator macromodels are used to provide a 16-state P W L  signal. The 
resu lting 4 -b it data N 3 ..N 0  is obtained w ith  a d ig ita l decoder m odelled by behavioural log ic 
descrip tion. Its  front-end is provided w ith  a P W L-to -lo g ic  v irtua l converter. The C trl un it is 
m odelled behav iou ra lly  as w e ll. For the D /A  a m ixed model is used so that log ic -to -P W L 
conversion is required fo r  it.

Fig. 4.7. Structure o f A /D  half-flash converter

To g ive ins igh t in to  the m acrosim ulation technique used, the models o f  D /A  and R1 w i l l  be 
presented in  m ore detail. As the D /A  converter merges the d ig ita l and analogue func tiona lity , 
it  is reasonable to incorporate the lo g ic -to -P W L conversion in to  the D /A  model. The 
constitu tive  re la tion  fo r the D /A  m ay be expressed as

U a = A U . i 2 kq t  (4.1)
*=o

where A U  is the reso lution. The qk parameters are set either to 0 o r to l  w ith  respect to the 
d ig ita l inpu t Q 3..Q 0. Note that each com ponent o f  (4.1), i.e. Uk = AU-2kqk, can be represented 
as the lo g ic -to -P W L  converter d riven by  Qk, and the output changing between Vtj  = AU-2k
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i f  ( state =  ‘steady' ) { Vk < - Vnext; state <— ‘R /F ;

Kexi At/-decimal(Q3..Q0); 

tnex,*-[tk+\V*exl- Ук\ ! ra}} 
else (* state = 'R /F  *)

i f  (tnixi > l k ) { Уnexil У next»
Vnex( <r- AC/-decimal(Q3..Qo);

Ук [ У nextl ra next ~ â) Sgn(Vnext ” Vnextl) ]> 

t n e x t  *  [ tk+ \ V ^ - V k\ / re] )
else { Vk < - Vnex, ; state < - ‘steady'-, (*  tnexl = tk *)

tnexl * tend }

out < - (K*, /*); (*  update output *)

out next < - ( Vnrxt, tnex,)\ (*  next output *)

Fig. 4.8. Processing o f event in 4-bit logic-to-PWL converter

and VL =  0. H owever, as log ica l events fo r the b its Qo through Q 3 are assumed to occur 
s im ultaneously (are synchronised by the W R H  signal), a single 4 -b it log ic -to -P W L converter 
w ou ld  be su ffic ien t fo r  them. As compared to the model shown in  Figs. 4.4 and 4.5, here the 
fixe d  levels Vh  and V i should be replaced w ith  the actual voltage levels calculated from  (4.1). 
W hen a lo g ic  event occurs on Q 3..Q 0 at t„ the converter is scheduled (based on the fanout 
table) to be processed At a later, i.e. after the prescribed delay o f  the input stage. Once the 
s im u la tion  tim e is advanced to tk =  (tj + Atd), the converter is popped from  the tim e queue to 
perform  the analysis. A n  a lgorithm  fo r the relevant log ic -to -P W L conversion is presented in 
F ig .4.8. Here, the state variab le can be set either to 'R /F  (when the converter output is 
changing) o r to  1steady’ (when the actual voltage level has been reached). The updated 
variable VnexI provides the output am plitude o f  the next breakpoint to appear fo r I f  the 
output is changing and the current event precedes the end o f  the current output segment (i.e., 
tnea >  tk ) then the actual output Vk is recomputed. N ext, the output segment is defined using 
out and out next variables. F ina lly  the scheduler w i l l  schedule the relevant fanout b lock for 
the current tim e tk, and the converter its e lf fo r

s>
Ô 3 . . Ô 0

Logic- ou t Inertia l

to-PW L PW L B lock D/A
output

Fig. 4.9. Structure o f D /A  model
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A  com plete m odel o f  the D /A  un it composed o f  the 4 -b it lo g ic -to -P W L converter and the 
P W L in e rtia l b lock  is presented in  Fig.4.9. A  model o f  the inertia l b lock fo llo w s  the a lgorithm  
presented in  F ig.4.2.

The other m odel, concern ing the R1 register is depicted in  Fig.4.10. W hen an event occurs at 
the reg ister data inpu t (N 3 ..N 0 ) o r strobe inpu t (W R H ), the invo lved active variab le is set to 
'input' o r ‘strobe', respectively. Once the R1 model is popped from  queue, the value o f  active 
indicates the reason fo r ac tiv ity . A pparently, active =  ‘output' is preceded by the active 
strobe. The m odel checks fo r tim in g  specifications, such as setup o r ho ld  tim e, and it  reports 
the re levant v io la tions  when necessary. However, no am b igu ity  fo r the register output is 
in troduced in  that case. To fo llo w  th is idea, some indeterm inate state U  w ou ld  be required 
that, on the other hand, tends to spread in  a network. As a consequence, the tim in g  obtained is 
lik e ly  to be even m ore indeterm inate in  some cases [A R M 88 , BRE76], The scheduling o f  
lo g ic  events used here resembles that o f  the P W L m odel (F ig.4.2)

(* rising edge *)

(* self scheduling * )

case active o f

‘strobe': i f  ( strobe = 1 )  and ( data < >  data in )

{ data < - data in-, tnm < - ( / *  + tmohr ); 

schedule( Reg, tnex, ); active < - ‘output 

g e tja s t jn p u t; i f  (tk - tlaslJ„pu, < Atselup)

report( ‘ setup time violated fo r’ , Reg, ‘at’ , tk )

}

else i f  ( strobe = 0 ) { gct_last_strobe; (» falling edge *)

*f (Jk " tiasi strobe Atffrobe )
report( ‘ strobe width violated fo r’ , Reg, ‘ at’ , tk )

}
‘ input' : { ge tjas ts trobe ; i f  (tk - tlaa„nbt < Athold)

report( ‘hold time violated fo r’ , Reg, ‘ at’ , tk )

}

‘output': { data out <- ( data, tk );

schedule( Fanouts( Reg ), /* ); 

i f  ( Fanouts( Reg) already scheduled for t* > tk ) 
unschedule( Fanouts( Reg ), t* )

}
end case;

Fig. 4.10. Processing o f  logic event in register model

Some o f  the s im u la tion  results o f  the A /D  model are shown in  F ig .4 .11. The log ic  signals also 
have been represented as P W L waveform s (w ith  standard slopes) in  order to enhance a 
qua lita tive  s im ila r ity  o f  the m odel behaviour.

A  care fu l analysis o f  the relevant waveform s a llow s one to v e r ify  the assumed fun c tiona lity  o f  
the A /D  converter. W hen the R D  signal changes from  lo w  to high, the T /H  un it switches in to 
the ho ld  mode and the 3-state register outputs the old  data D07. N ext, on the firs t fa llin g  clock
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edge the h igh nibb le is w ritten  in to the R1 register (the M U X  transmits so far the signal Uh). 
The h igh n ibb le  Q03 is fed back v ia  the D /A , am p lifie r and M U X  to the A /D  flash input. This 
loop closes after the M U X  switches to the a m p lifie r output and the A /D  provides the lo w  
nibble. On the next fa llin g  c lock edge, f irs t the output register turns in to  the h igh impedance 
state, next the h igh and lo w  nibbles are w ritten  together in to  th is register, and the T /H  starts to 
fo llo w  the inpu t signal. I f  R D  remains h igh the output register is transparent and a new data is 
available at its ou tput D07 (see change 92H ->  F1H). In  th is case the Rdy signal turns to high.

The input signal U in  rises and falls linearly between 0V  and 5V  and is sampled 4 times. The Um  
is the most complicated waveform  shown, since fo r some tim e interval it  fo llow s the U h and 
otherwise the am p lifie r output. A fte r sw itching the M U X , firs t it  changes rap id ly and next it 
slews due to the am p lifie r slew rate equal 15 V /|is. For the accuracy o f  the P W L waveforms / w  = 
50 m V  has been chosen. The P W L approximation-based algorithm  has been used.

Observe that a k in d  o f  feedback structure is faced in the above example. The blocks 
constitu ting  the feedback loop are o f  analogue, d ig ita l or m ixed A /D  nature. A s the d ig ita l 
components sw itch  between log ica l 0 and 1, the overall loop gain turns to zero. Hence, the 
signal am plitude w ith in  the loop does not change free. I t  is pa rticu la rly  useful during 
sim ulation, since no iterations are required to process such a loop. Observe also that blocks 
w ith  sw itch ing  output are typ ica l o f  most feedback loops in  A /D  circu its  (that are usually 
clocked). There is, however, a class o f  feedback structures fo r w h ich  the itera tive approach 
appears indispensable. Th is problem  w i l l  be discussed in Chapter 5.

To put the m ixed  P W L/log ic  approach in to  a broader perspective, the relevant 
m acrosim ulation technique has been developed in  V H D L  [AS H 90, L IP 91 ] as w e ll. The 
V H D L  im plem entation w i l l  be presented in detail in  Chapter 7. I t  appears that the 
experim ental s im ulator presented in  this chapter (as a dedicated one), perform s by 30% faster 
than the V H D L  sim ulator used.



5. SUPPORT BY RELAXATION TECHNIQUE

The techniques ou tlined  in  Chapter 4 proved to be effective fo r  a typ ica l A /D  sim u lation task 
perform ed at the func tiona l level. The system to be m odelled should consist o f  un id irectiona l 
blocks. These should em body the existing loca l couplings, w h ich  here are not a llow ed to be 
represented separately. A s  observed in  Section 4.3, the presented techniques are capable also 
o f  s im u la ting  some feedback loop structures w ith  no need o f  iterations.

In  practice, however, there are global feedback loops o f  analogue nature that should be 
modelled, as they are (i.e. exp lic itly ), to represent adequately the network behaviour. In this case 
the iterations cannot be avoided, and the P W L sim ulation algorithm  supported by the waveform  
relaxation (W R ) seems to be a suitable technique fo r this purpose. A lthough the W R  is said to 
suffer from  s low  convergence when feedback loops are present (in  particular fo r  circu it-leve l 
s im ulation [N E W 84, DEB87, W H I87 ]), the resulting CPU times fo r the WR-based PW L 
sim ulation are fa ir ly  moderate. It is because the P W L algorithm  is very tim e effective (as shown 
in  Chpt. 3), and additiona lly, in  some cases the number o f  iterations can be substantially reduced 
w ith  the w indow ing  technique [DEB87, W H I87 ].

In  th is chapter w e discuss an application o f  the waveform  relaxation (W R ) to the PW L 
s im ulation technique [D A B 9 7W , D A B 99W ], The feedback loop structures are shown to be 
critica l fo r the P W L sim ulation in  a sense that they may require iterations. The chapter is 
organised as fo llow s. To support the P W L technique the W R  is introduced, since it  also operates 
on waveforms. Next, the convergence and stab ility  properties o f  the WR-based P W L algorithms 
(approximation-based and trapezoidal rule-based) are considered fo r homogenous models, all 
described by a system o f  d iffe rentia l equations. M ixed  A /D  models are addressed as well. 
D iffe ren t feedback loops are discussed: the analogue ones, the self-sw itching loops and the 
clocked loops that tend to behave like  networks w ith  no feedback. F ina lly, the sim ulation 
examples o f  practical networks, i.e. the telem etric receiver and the digit-to-frequency converter 
(D /f) are presented.

5.1 Waveform relaxation PWL algorithm

I f  a precise value o f  a signal to be fed back in  a loop structure is unavailable, the sim ulation o f  
such a loop must be organised as an iterative process. This happens usually in  case o f  analogue 
loops, fo r w h ich  a ll the invo lved loop units are active simultaneously. Fo llow ing  the selective 
trace technique the Gauss-Seidel relaxation a lgorithm  seems to be w e ll suited fo r  this purpose. 
To discuss th is problem  consider a system composed o f  n basic bu ild ing  blocks (generalised 
blocks) w ith  m u ltip le  inputs, a ll described by un ifo rm  state-space equations:

x k =  f k ( x l , x 1, . . . x n , u ) ,  k  = 1 , 2 ,  ... n (5.1)
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w h e re /*  : E " x E m ->  ffi. fo r te (  t0, tstop ) are P W L functions, and u (t)eM m denotes here a vector 
o f  external inpu t P W L signals. The standard Gauss-Seidel scheme applied d irec tly  to (5.1) 
(also referred to as the waveform  relaxation Gauss-Seidel) proceeds as shown in  Fig.5.1 
[W H I87 ]. The upper index j  stands fo r the itera tion count.

j  « - 0;

guess waveforms *°(/), t e [to, tt„d ] such that jc°(/0) = ■*<>; 

repeat { j  < -  ( / ' + 1 );

foreach ( k e [ 1,.. n ] ) 

solve

x k — f k ( x { >••••**>**+!* ... x n , u ) 

fo r ( j z {(t)\ t e [f0, tend ] )  w ith the initial condition * / ( 0 )  =  a:/0 ;

}

until ( m ax m ax \x Jk( l )  -  x [~ '( t )I <  e  )
1 <.k<n te \ta ,tilop | 1

Fig. 5.1. WR Gauss-Seidel algorithm for solving eqns.(5.1)

The W R  Gauss Seidel a lgorithm  converts the problem  o f  solv ing a coupled system o f  n first- 
order d iffe ren tia l equations, such as (5.1), to the problem  o f  solv ing n separate d iffe rentia l 
equations, each contain ing a single variable. The outer loop o f  the a lgorithm  is the Gauss- 
Seidel ite ra tion  w h ich  requires that the latest values o f  the relaxation variables be used to 
solve each equation in  the inner loop. Each equation in  the inner loop is a single d iffe rentia l 
equation that can be solved using any num erical in tegration method.

The standard W R  Gauss Seidel a lgorithm  can be enhanced by rearranging the order o f  
equations in  the inner loop according to the signal flow . I t  is, in  fact, an event-driven analysis 
where on ly  active variables need to be updated. Th is is referred to as the selective-trace as 

m entioned earlier.

S im ila rly , the Gauss-Seidel technique can be superimposed on the m ain s im u lation procedure 
shown in  Fig.4.3 to arrange a relaxation loop fo r the m ixed P W L/log ic  approach. As a 
consequence, the local event-driven sim ulation process has to be repeated u n til the related 
waveform s converge to  some lim it. In  th is case the waveform s w ou ld  consist o f  a single 
segment o r o f  a few  P W L segments due to the windowing approach used, w h ich  is a technique 
where the analysis tim e is d ivided in to intervals [DEB87, W H I87]. In  th is  way the 
convergence can be enhanced, since the accum ulation o f  w aveform  errors is lim ite d  in time.

A n  a lgo rithm  fo r W R-based m ixed P W L/log ic  s im ulation is shown in  F ig. 5.2. The 
w indo w ing  technique is applied. W ith in  each w indo w  the W R  Gauss-Seidel iterations are 
organised as the w h ile -loop . As compared to the a lgorithm  o f  F ig.4.3, here, each analysis 
(ite ra tion ) provides P W L/log ic  waveform s m atching the actual w indow  rather than a single 
P W L segment. Once the analysis o f  a b lock fo r the actual w indo w  is completed, the next 
b lock is popped from  queue fo r that w indow . The analysed blocks need extra scheduling due 
to the outer s im u la tion  loop unless convergence o f  the iterated waveform s is reached. Besides,
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active b locks should be scheduled fo r  the next w indo w  before the analysis fo r  the actual 
w in d o w  is com pleted.

in itia lisesim ulation
{ com pilenetlis t; com p ile inputstim u lus; 

arrangetim equeue; arrange_remote_list
}

repeat
while (queue_not_empty) ( *  outer simulation loop * )

{ reset_time_for_window(Ar);
repeat (*  inner simulation loop *)

enter_time_queue (tk );
(* Process a block *)
(* within actual time window *)

until end_of_window(Ar); 
check_for_convergence; 
i f  (no_convergence) schedule block

}
inc(Ar)

until last_window_processed

Fig. 5.2. WR Gauss-Seidel algorithm for mixed-mode PWL/ logic simulator

W hen processing w ith in  the outer sim ulation w h ile -loop , on ly  selected waveform s need 
checking fo r convergence, and usually checking fo r one w aveform  per ne tw ork loop is 
su ffic ien t (other waveform s fo llo w  the loop constraints and converge as w e ll). F o llow ing  this 
also a single b lo ck  per netw ork loop needs to be scheduled at the beginning o f  the actual 
w in d o w  (when not converged), whereas the other loop elements are scheduled in  the inner 
s im u la tion  repeat-loop, once that b lock is processed.

In  order to discuss the convergence o f  the WR-based P W L algorithm , consider again the system 
o f  basic bu ild ing  blocks described by equations (5.1). Using the P W L approximation-based 
approach each b lock is provided, in  some sense, w ith  the PW L approxim ator as shown in  Fig.
2.3. Hence, denoting by L(xk) the P W L approximation o f  x k (P W L output o f  A-th block), 
eqn.(5.1) can be rewritten in  form

*k  =  f k \ L ( x l ) ,L ( x 2) , . . .L ( x n) ,u ] ,  k  =  1 ,2 ,... n (5.2)

Observe that th is notation on ly  makes sense when the operators L(-) are prov ided w ith  e xp lic it 
arguments, so so lv ing  fo r (5.2) should be perform ed in  terms o f  relaxation. To cope w ith  this 
problem  the a lgo rithm  o f  Fig.5.1 can be adopted, referred to as the WR Gauss-Seidel PWL  
algorithm  (approxim ation  based). Basica lly, the W R  algorithm s converge under m ild  
conditions [D EB87, W H I87 ], Based on it, a fo rm u la tion  o f  a s im ila r convergence theorem fo r 
the relevant W R -P W L  a lgo rithm  is feasible.

For th is purpose denote the vector [x i ; Xj, ... x „ ]T by x, and introduce an exponentia lly  
weighted norm  on C (( t0, tBop),. ]R")

| x  |^  =  M a x  e~M\ x ( t )  ||, A >  0 (5.3)
Qit stop /
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T h e o re m  5.1 ( 1st convergence theorem  ): For a system defined by eqn.(5.2) 
the W R  Gauss-Seidel P W L approximation-based a lgorithm  converges 
u n ifo rm ly  in  the norm  (5.3) w ith  some A > Ao , i f  the functions { / * }  are 
continuous and L ipsch itz  w ith  respect to the ir arguments on te {  to , t stop )■

P ro o f: A p p ly in g  the Gauss-Seidel scheme to eqn.(5.2) we obtain

1 =  f k  [ L ( x { + l) , L ( x J2+ l), . . .L ( x i+ l) ,L ( x Jk+l),... L ( x J„ ),  « ] ,  k  =  1 ,2 ,... n (5.4)

where j  is the actual itera tion number.

For b re v ity  denote the tim e derivative o f  x  by z, and introduce an integral operator I(z ) = x. 
N ow , the itera tive eqn.(5.4) may rearranged to a general form

zJ+l =  <p[L I(zJ+l) , L I ( z j ) ,u )  (5.5)

In  order to show that (5.5) is a contraction, observe that since the functions { / * }  are L ipschitz,

v is  L ipsch itz  as w e ll. Hence, fo r the norm  (5.3)

| z ' +1- z * +1L  < K , \ L I ( z ,+x) - L I ( z k+x) \ x + K 2\ L I ( z J) - L I ( z k)\\x (5.6)

where K i,K 2 are positive constants and j ,  k stand fo r  iteration indexes.

The operator / ( • )  m ay be shown to be L ipsch itz  too [W H I87 , ch .4 ]:

/ ( Z y ) - / ( Z * ) | |  =  M a x  e~“
IU ,l«c)

) [ z J(T ) - z k( r ) ] d r

< M a x  e ^  \e XT \e  XT\ z i ( r ) - z k( r ) \ ] d r  (5.7)
r0 "

l - e - " ' . - '1 a | .  1 .1 , ,
zJ - z k

X I  II IU

The same holds fo r { * * } ,  since { * * }  =  { / * }  are continuous. Consequently, as x k =  L(xk) fo r 

the P W L breakpoints ( see (2.8)), the operator L(.)  satisfies also the L ipsch itz  condition w ith  

some pos itive  constant M , i.e.:

1 L (x J) - L ( x k)\\ < M \ \x i - x k \\ (5.8)

N ext, substituting (5.7) and (5.8) ( both fo r j ,  k  and (/+1), ( A + l) ) to (5.6) one obtains 

\\z'+' - z k+ll  < tf1M ||/(z'+,) - / (z * +,)||A + /ir2M ||/(zJ)-/(z*)|L  

< KiM-- \ \ z i+l- z k+l\\ + K2M U \ z J - z k \

and after rearranging

M + i - z * +1|| < K *M — \ z J - z k | (5.9)
t r  IU A - K XM  II w

For su ffic ie n tly  large A ( Ao = (K \+ K - i ) ’M ) the global constant in  (5.9) is less than 1 so that 
(5.5) is a contraction fo r the weighted norm || ■ || * , and { z J} converges un ifo rm ly  to a unique
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fixe d  po in t by v irtue  o f  the contraction m apping theorem [W H I8 7 ], O bviously , since fo r each 
ite ra tion  jc ^ o ) =  x(to), the {.*/} sequence converges as w e ll.n

A  s im ila r d iscussion can be perform ed also fo r the Gauss-Jacobi scheme, pa rticu la rly  w e ll 
suited to pa ra lle l com puting, w h ich  is not addressed here.

To summarise, the W R  Gauss-Seidel P W L a lgorithm  is guaranteed to converge under m ild  
conditions im posed on the functions { / * }  in  Theorem 5.1. However, on ly  equation-based 
m odels de fined by (5.1-5 .2) have been considered. Besides, the re la tion  A >  Ao is o f  litt le  
practica l use, since the constants K t, K 2 and M  are hardly available. Hence, th is re la tion may 
be v iew ed as an im p lic it  cond ition , w h ich  on ly  reflects some other convergence cond ition  o f  
practical use tha t w o u ld  be o f  interest. A  detailed discussion regarding some more stringent 
convergence con d ition  as w e ll as the application o f  Theorem  5.1 to m ixed-m ode P W L/log ic  
m ode lling  w i l l  be presented in  the fo llo w in g  tw o  sections.

5.2 Equation-based against behavioural models

Apparently, fo r m ixed A /D  networks represented at the functional level we deal w ith  m ixed 
models, w h ich  do not obey the system o f  homogenous equations, such as (5.2). However, the 
equation-based m odel may be shown to be equivalent to a m ixed model, i.e. PW L-equation- 
based fo r the analogue part and behavioural-logic fo r the d ig ita l part o f  a system.

For example, consider a gate model shown in  Fig.3.11. The two-argum ent m axim um  value 
function M a x ( ■ , •) fo llow ed by the P W L DC-transfer f u n c t io n / )  d riv ing  a un ity  gain linear 
inertia l b lock  is a w e ll posed P W L macromodel o f  an OR or N O R  log ic  gate, w h ich  can be 
described by a single equation

T x 3 + x 3 =  f [ M a x ( L ( X l ) ,L ( x 2j ) \  (5.10)

and L (x3) provides the P W L output. Such a model can m im ic  the basic lo g ic  and tim ing 
behaviour o f  a gate; in  particular, the delay tim e and the inertia l effects caused by spikes or 
glitches at the input. M ore accurate macromodel, in  w h ich  the delay tim e and output slope tim e 
may be distinguished, requires one inertia l b lock more (w ith  saturation). In this case the first 
one is responsible m a in ly  fo r the delay time, whereas the next one in  the cascade, fo r the slope. 
The cascade structure needs careful parameter m atching as mentioned in  Section 3.1 regarding 
the voltage comparator.

On the other hand, one can produce the correct tim e response o f  the one- o r two-equation-based 
gate m odel (mentioned above) that is a subsystem o f  (5.2) by means o f  an equivalent 
behavioural model w ith  P W L inputs, such as defined by eqns.(3.7) through (3.10). C learly, all 
situations perta in ing to the input/output signals that are involved w ith  the equation-based model 
must be foreseen and bu ilt in to the behavioural model to assure its consistency.

S im ila rly , since a com plex d ig ita l un it consists o f  simple gates, the respective subsystem o f
(5.2) is able to represent its model as w e ll. A s a consequence, rather than to solve fo r that 
subsystem, equation by equation, one prefers an equivalent behavioural model (o f  a un it) w ith  
the same tim e responses as the o rig in  (o r very close to it).

B y  v irtue o f  the above discussion and the results o f  Section 5.1, we conclude that the waveform  
relaxation a lgorithm  applied to structures w ith  d ifferent models (P W L- fo r  analogue parts and 
behavioural m odels fo r  the ir d ig ita l counterparts) also converges w ith  respect to Theorem 5.1, i f  
the behavioural models and the orig ina l ones are equivalent.
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Observe that the behavioural models are viewed in  this context on ly  as a too l to solve fo r the 
subsystems o f  the d iffe rentia l eqns.-based models. C learly, in  practice, the adequate behavioural 
models (at the functional level) are developed d irectly  from  the specifications, and usually there 
is no need to account fo r the orig inal b lock structure described as the subsystems o f  (5.2).

5.3 Waveform relaxation and one-segment relaxation 
for analogue sub-systems

In  order to  address the d is tinctive  features o f  the W R-based P W L a lgorithm , f irs t consider a 
second order low-pass filte r shown in  Fig.5.3. As it  is an analogue feedback structure, its 
s im ulation should be organised as an iterative process, fo r w h ich the algorithm  depicted in 
Fig.5.2 can be used. Observe that fo r Q >  0.5 this structure cannot be replaced w ith  tw o inertial 
blocks in  cascade.

The W R  Gauss-Seidel P W L a lgorithm  (approximation-based) starts w ith  the actual linear 
segment, g iven by  the inpu t stim ulus. W hen propagating through the both blocks, i t  is usually 
partitioned in to  sm aller pieces. The resulting segment lengths are at most equal to the input 
ones. A fte r a few  iterations the length o f  the actual segment (time-step size) stabilises in a 
loop at some m in im um . In  fact, fo r  each b lock its input segment length and the corresponding 
output segment length are the same. U sually, the P W L segments approach the ir fina l lengths 
during the early iterations, when large W R  errors propagate through the loop. The obtained 
segments are re la tive ly  short, so that the fina l P W L accuracy o f  the waveform s is usually 
better than the assumed one.

Some o f  the s im u la tion  results fo r the Bessel f ilte r  are given in  F igs.5.4 and 5.5. The f ilte r  
specifica tion is as fo llow s: Q  =  0 .5 7 7 , / ,=  1 .2 7 4 , /=  1kHz, pmx =  50m V, co0 =  'litfrfc -  8004 
rd/s. To enhance the convergence speed o f  the W R , the w indow ing  technique is used. The 
w indows: [0, 0.2ms], [0.2ms, 0.7ms], [0.7ms, 1.7ms], [1.7ms, 2.2ms] and [2.2ms, 3ms] are 
generated by the respective input events. The firs t w indow  is not o f  interest since the network 
is latent in  it. For the W R  convergence accuracy o f  lO m V and P W L accuracy p mx =  50m V, the 
obtained num ber o f  iterations fo r the second- through the f if th  w indo w  is respectively: 7, 13, 
7, 11. Some o f  the itera tive waveform s are depicted in  F ig. 5.4, where the numbers shown 
correspond to the subsequent iterations. Observe also that in  some w indow s (F ig .5.5) a 
re la tive ly  large num ber o f  the P W L segments occur (i.e., 9 in  the th ird  w indo w  and 6 in the
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Fig. 5.4. Some o f PW L iterative waveforms for bi-quad low-pass filter, pmx=  50mV

Fig. 5.5. Final PWL waveforms for bi-quad low-pass filte r fo rpmx=  50mV

last one) that resu lt in  a better P W L accuracy than the assumed one. For com parison, i f  pmx = 
20m V , the num ber o f  iterations per w indo w  is respectively: 6,11,6,9 w ith  the corresponding 
number o f  segments: 4, 15, 4, 9.

O n the other hand, i f  the w indows are halved, the iteration count per w indo w  fo r pmx =  50m V is 
as fo llow s: 6+6, 8+100, 6+6, 7+6. Apparently, w ith  the number o f  100 iterations fo r the w indow  
[1.2ms,1.7ms] the process becomes almost unstable. In  this case the algorithm  attempts to yie ld  
a large segment length (since | jc0 - u0 +  r T  \ is very sm all), w h ich  then is reduced to match the 
w indow  size. Indeed, fo r  very sm all values o f  the expression | * 0 - u0 + r T  | fo r the inertia l 
b lock, o r | r /T  | fo r the integrator, the P W L a lgorithm  yie lds re la tive ly  large tim e  steps (due to 
the approxim ation  form ulas (2.17) and (2.36)), w h ich  are lik e ly  to make the re laxation 
process unstable.

M oreover, i t  should be observed that even w e ll posed iterations g ive rise to accum ulation o f  
the P W L  approx im ation  errors. In  fact, any smooth output w aveform  is e ither under- or over­
estimated by the P W L  approxim ator fo r a given tim e segment. Thus, m u ltip le  propagation o f  
a w ave fo rm  in  a loop causes the e ffect o f  error accum ulation (g lobal errors arise). W hen the
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P W L breakpoints are taken in to account, those global errors are usually d iffe ren t from  zero, 
un like  the local P W L errors (defined in Sec.2.1).

For the low-pass f ilte r  presented above, the resu lting global errors are depicted in  F ig .5.6. The 
error function  is defined to be a difference between the P W L output u0u„ (when brought to 
convergence) and the o rig ina l response u0 (obtained w ithou t P W L approxim ation). 
Fortunately, those errors m ay be kept lo w  using p ^  o f  reduced value, as shown, and they are 
usually less than p m Jl at the breakpoints, and less than Pmx otherwise. The results obtained 
w ith  the TR-based technique are very close to this.

Fig. 5.6. Global WR-PWL errors corresponding to waveforms o f Fig.5.5 
obtained for p =50mV (solid line) and =20mV (dashed line)

The problem  o f  error accum ulation w il l  be emphasised in  Chapter 6. Here, we focus on the 
convergence o f  the W R -P W L algorithm . However, before addressing the latter problem , we 
w ou ld  consider another approach to w indow ing.

I t  is the dynamic windowing where a w indo w  size fo llow s  the actual segment length. That is, 
the firs t w in d o w  fo r the firs t b lock is generated by the actual events invo lved w ith  the input 
stim ulus, whereas in  the next itera tion the w indo w  size fo r  that b lock  fo llow s  the iterated 
P W L segment provided by the feedback loop (and is usually shorter than the form er one).. 
A pparently , i t  is a special k ind  o f  w aveform  relaxation where each w aveform  consists o f  one 
P W L segment. Hence, th is technique can be referred to as one-segment relaxation ( OSR). 
Th is approach is, in  some sense, equivalent to the one-step relaxation m entioned already in  
Section 1.2. A p p ly in g  OSR to the filte r o f  Fig.5.3 results in  reducing the num ber o f  iterations 
(unless in s ta b ility  is faced). The number o f  iterations per one-segment w indow  fo r / jm  = 
50m V is respectively: 4,4,3,7,6,7,7,6, ... resulting in  the average as much as 5.7 (iterations per 
w indow ). H ow ever, more CPU tim e m ight be required to perform  the whole sim ulation as 
compared to the case o f  w indows, each com prising a few  P W L segments.

For example, using the w indows: [0, 0.2ms], [0.2ms, 0.7ms], [0.7ms, 1ms], [1ms, 1.4ms], 
[1.4ms, 1.7ms], [1.7ms, 2.2ms], [2.2ms, 2.6ms] [2.6ms, 3ms] w ith  the average number o f  
segments per w indow  equal 3.2, results in  the average number o f  iterations per w indow  as 
much as 7.5. The tota l CPU tim e fo r this w indow ing is by 20%  less than that o f  OSR technique. 
Despite this, OSR m ight be viewed as a un iform  approach to iterative P W L sim ulation, w h ich  is
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particu la rly  useful in  implementations that are not w e ll suited to the W R, such as V H D L  (see 
Chpt.7).

To summarise, a balance exists between the potential gain due to the w indow ing  approach and 
the additiona l com putations and storage required in managing the w indow ing  solution. This 
problem  has been investigated e.g. in  [D A B 91E ]. However, no technique has been reported so 
far to provide op tim al w indow ing  in  general case.

To discuss the convergence o f  the re laxation iterations, express fo rm a lly  the P W L 
approxim ation  procedure by the operator /.(■), so that the f ilte r  structure m ay be described by

X ,  =  U :, L ( x 2)

—  x 2 + x 2 =  L ( x x)

(5.11)

CO,

where L(x,) and L(x2) are respective ly the P W L output o f  the in tegrator and the inertia l block. 
F irst, the O SR technique, defined above, w i l l  be considered. A s mentioned earlier, the length 
o f  a segment propagating through the loop stabilises after a few  iterations at some value / * ,  so 
that L(x,) = jc,(0) + [*,(/* ) - x,(0)] f//*. A  s im ila r re la tion holds fo r  L(x2). Consequently, w ith  
respect to (2 .7) and (2.35), fo r  they-th  one-segment Gauss-Seidel itera tion we have

x {+ i( '* )  = * , ( 0 ) + * 0q  {[«,„ - * 2( 0 ) - *» ( f , ) ; x 2(0) t]d t

x ï \ t ' )  =  x x( 0) + ( / • ) - * , (  0 ) Q )

t*  con
(5.12)

+ [дг2(0 )-д г,(0 ) +
con

\e

and after sim ple m anipulations

x { + H ? ) - x lV )  = - l ^ r - Я - а - е  в )Нх1(П-хГ(П]
t  a>0

(5.13)

N ow , by v irtue  o f  the contraction-m apping theorem the Gauss-Seidel itera tive process 
perform ed on a single segment converges when

/  - V (  1
t  a>q

< l (5.14)

This inequality (solved num erica lly) holds fo r t *  <  0.505 ms, w h ich is the m axim um  allowed 
segment length that assures the W R -P W L approximation-based algorithm  to be convergent.

S im ila rly , we w o u ld  consider the application o f  P W L TR-based technique. C learly , the L(-) 
operator in  (5 .11) should be replaced w ith  the trapezoidal rule:
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where x k is an estimate o f  x(tk), and hk stands fo r the actual tim e step, com m on fo r both blocks 
(as already expla ined). Hence, one obtains

Xtk  = [“ /» ('*) + ~ Xlk  ~

(1 -  ° ^ ) x 2'k_x +  ^  { x £  +  (5.15)
rJ+l _ __________________
2'k i  + ««A*

2 Q

where x j +kl represents the T R  estimate o f  x ,(4 ) fo r the y-th Gauss-Siedel iteration. A fte r 

sim ple m anipulations

(C0phk)2

x t f  -  x { k = ------- ± r ~  ( x { k -  x t f ) (5.16)
« 0  " k1 +
2 Q

Next, fo llo w in g  again the contraction-mapping theorem the TR-based iterations converge when

< 1 +  (5.17)
4 2 Q

S olv ing (5.17) fo r hK y ie lds hk <  (1 +  +  42 2 )/(<у06 )  • Hence, fo r the f ilte r  specification

used, we have hk <  0.466 ms that is re la tive ly  close to the result obtained from  (5.14).

To put th is  discussion in to  a broader perspective consider an /i- th  order system composed o f  
the basic bu ild in g  blocks, i.e. inertia l blocks (labelled w ith  index k) and integrators (index s):

Tkx k + x k =  fk  \ L (x x), L (x 2), ... L (x n), u ] ,  A e { l , . . / i }  (5 18)

Tsx s =  f , [ L ( X l) ,L ( x 2),.. .  L (x n) , u ] ,  s e  { l , . . / i }

where f kJ s : E nx E m E  fo r  te (  t0, tslop ) are P W L functions, and w ( / ) e lm denotes the vector 
o f  external P W L  inpu t signals. A pparently, the f ilte r  from  Fig.5.2 is a special case o f  (5.18). 
N ext, assume that at some d riv ing  po in t the functions f k a n d / j take the fo rm  o f

f m =  fmo +  t a m,xl + b Tm u, m =  1 , . ..  n (5.19)
1 = 1, i*m

In  Section 5.1 the general convergence conditions fo r  the W R -P W L a lgo rithm  have been 
given. Here, a m ore stringent convergence conditions fo r a system described by eqns.(5.18) 
and (5.19) w ith  respect to the W R  P W L w il l  be presented.

F irst, observe that w ith  the de fin ition  (5.19) we assume the inpu t o f  the m -th  b lock to depend 
on ly  in d ire c tly  on its  x m output. As a consequence, the resu lting m a trix  A = [a m,] has zeros on 
its diagonal. Further, assume A  to be irreducible [V A R 6 3 ]. T yp ica lly , it  means that the 
analogue system (5.18) does not fa ll in to tw o  (o r m ore) sub-systems in  cascade. For 
illus tra tion , see Fig. 5.7, w h ich  is an example o f  a reducible system.
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In other w ords, there exists some global feedback loop com prising a ll the sub-blocks in the 
irreducib le  system, and hence, at some d riv ing  po in t the iterations tend to approach some lim it 
segment leng th t*, w h ich  is same fo r a ll the invo lved bu ild ing  blocks.

0 0 S 0 0 a b c

A  =
e 0 f d

=>
d 0 e f ^11

h 0 0 Ü 0 0 0 g 0 a 22

b a c 0 0 0 h 0

Fig. 5.7. After reordering o f variables: and next , A becomes upper
triangular block matrix corresponding to cascade block structure (so A is 
reducible); however, the matrices An, Ai2, A22 themselves represent 
irreducible subsystems

Based on it the fo llo w in g  theorem may be formulated:

Theorem  5.2 ( 2nd convergence theorem ): For any irreducible system 
composed o f  the basic bu ild ing blocks, defined by eqns.(5.18-5.19), the OSR 
Gauss-Seidel P W L algorithm  (approxim ation based) is convergent fo r any 

in it ia l guess { x °m} i f

n

nt =  l , . . .n  (5.20)
/=1, iV/n

where fo r  at least one m the inequa lity  m ust be strict, and

fo r inertia l blocks, (5.21a)

r
T

s - 1 -  —5  m  x l - e 7"

t
g m =  - z z r  fo r integrators, (5.216)

m

where t *  denotes the P W L segment length, common fo r a ll blocks in the 
system.

Proof: For the P W L operator one obtains

=  (5.22)
dt tn

where tn is the segment length computed fo r i-th  block. Next, invoke eqns.(2.7) and (2.35), so 
that the P W L solution fo r  (5.18), fo r the current output segment, m ay be represented as

x k (t )  =  ( x k0 - uk0 + rkTk ) e ~ " Ti +  rk( t - T k ) +  uko , k  6 { l , . . . i i }

•MO = -K*o + 7 ^ + 2Jr * (523)
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where fo r each b lock
« dL( x ,)  ,

« m o = /mo +  I  ««/■*;<>> r „ =  Z  a mi — , m =  1 , ...«
/=1, i*m /=1, i*m dt

and w ithou t loss o f  generality we assume u =  0. Using the Gauss-Seidel relaxation scheme, 
(5.23) may be rewritten as

* * +1( 0  =  ( * * o  - “ k o ) e ~ " Tk

( t / r  \  ( V 1 d L (x j+ l) " d L (x {)
+ (Tke-T>  + , -  7, )•[ g « «  - J -

\

. r ( 0 . v « 4  ï , ï , , ' ) ‘  *  -  ^
T .  I T .  i=1

+ i i i (5.24)

'  +  X  a si ' 
dt /=5+i dt

, k ,s  e {1 ,... « }

Since the system is irreducible, during iterations the segment lengths ta approach some lim it t* 
(com m on fo r a ll blocks), fo r w h ich the iterations are expected to converge. Hence, putting (5.22) 
into (5.24) fo r t =  t*  i t  fo llow s

x i +\ t ' )  =  (x k0- u k0) e T‘

T „e Tk + t ’ -  Tk

.2
x r O )  = x ^ + -

T, 2 T.

x j+l( t ' ) -  x i0 . £  x j( t  ) - x l0
L a n  ;-------- + 2, “ */ 7T~
1=1 t /=*+1 t

f t 1 * /+V ) - * , o  . *  .. * / ( O - * (0
 " 7 ------------------ +  I  a s i  -----------

/=1 t t

k ,s e  {1,... n}

(5.25)

and after s im p lifica tions

f

4 +1( f ) = 1 - — ( l - e  r‘ ) 
t ‘

k - 1
S a B* / +1(/* )+  T,akix { ( t ') \  + /3k ,
,=i /=*+1

\ i = l  i= j +1

N o w  w e represent the eqns. (5.26) in a m atrix  fo rm

x J+l =  L jc;+1 +  U  x 7 +  </ 

where L  and U  are respectively the stric tly  low er- and the upper triangu lar matrices

L = D ia g [g x, g 2, ... £ „ ]

0 ... 0  0

« 2 1 0 0

« « 1 « » 2 ... 0

(5.26)

(5.27)
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0 a , 2 _ •• «1  «

U  =  D ia g [g j , g 2, ■ gn]
0

0 « 2«

0 0 . .  0

t  —  t*
where 8rn = l - - f ( l - < ? 7”’ ) fo r  inertia l blocks, and g m =    fo r  integrators. Hence,

i t  fo llow s

x J+i =  ( l - L r ' U ^ + a - D ' V  (5.28)

and by v irtue  the basic m a trix  theory [V A R 6 3 , Chpt.3] the iterations (5.28) converge fo r any 
in it ia l approx im ation  jc°, i f  the m atrix  ( 1-L -U  ) is s tr ic tly  d iagona lly  dom inant or is 
irre duc ib ly  d iagona lly  dom inant. Since A is irreducib le  and

D ia g [g v  g 2, ... gn] ■ A = L + U , (5.29)

( 1-L -U  ) is  irreduc ib le  as w e ll, so it  should be irreduc ib ly  d iagona lly  dom inant, i.e.

n
l ^ £ m  » 1 = 1 ,.../!

i'=l, iVm

where fo r  at least one m  the inequa lity  m ust be strict.D

I t  m ay be observed that the convergence cond ition  (5.20) holds fo r  su ffic ie n tly  sm all t* , since 
gm defined by  (5.21 a,b) are ascending functions w ith  respect to t* .

A p p ly in g  the obtained result to  the low-pass f ilte r  described by eqns. (5.11), i t  fo llow s

l> c o 0Q i ' / 2  (5.30a)

-<0ot*
Q ) (5.306)

a 0t

Since (5.27b) holds fo r  any t *  > 0, the cond ition  (5.30a) is crucial. However, i t  appears to be 
stronger than (5.14). For the considered Bessel f ilte r, from  (5.30a) obtains t*  < 2/((o0Q) = 
0.433ms ( the fo rm er result was t*  <  0.505ms ). In fact, the derived conditions correspond to
each other in  a sense that the product o f  (5.30a) and (5.306) y ie lds pe rfectly  (5.14).

In  practice, when nonlinear P W L  functions are used in  models, a m u ltip le  checking fo r  the 
cond ition  (5.20) m ay be cumbersome. So, i t  seems reasonable to reduce the resu lting  segment 
length w ith o u t checking, i f  too m any iterations occur.

W hen using the enhanced T R  a lgo rithm  as an alternative to the P W L approxim ation-based 
technique, Theorem  5.2 can be adopted to provide a convergence cond ition  as w e ll. Replacing 
the operator L(-)  in  (5.18) and (5.19) by the trapezoidal rule, y ie lds
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x J+l -  x k ,i ~
1 +A

2 T„

A
27V I a U x j y + t  a kix l i  +

/=1 /= *  + 1 1=1,l*k (5.31)

i  + A  
27V

f + i  _  J h _
s,i 27’.

j - i
2uk0 + bTk [«(/,) + «(/,_,)] + X  a slx j+ l + X  a ^ x j f  + £

/= 1  (= J  +  1 1 = 1 ,l * s

k,s e (1 ,. .« }

where x £ ]  represents the T R  estimate o f  x j t , )  fo r the y-th  Gauss-Siedel iteration. A fte r 

s im p lifica tions  (5.31) reduces to

A_
_ 27-,

k ,i

1 +

*-1
T a kix u l + ÏL<*kix h_ i=i /=*+i

+  P k

IT ,
(5.32)

x h> =5,1
hi

IT '

5 -1

' L a six i j l + I  a six h
1=1 t= s + 1

+ y s, k , s e  { ! , . . « }

From  (5.32) one can p ick  up the relevant coeffic ients gm = , 1 + A
2

fo r  inertia l

blocks, and g m =  — —  fo r integrators. Apparently, when using those gm coefficients, the

convergence cond ition  (5.20) applies to the P W L OSR TR-based technique as w e ll (compare 
(5.32) to  (5.26)). M oreover, observe that the convergence condition fo r  the in tegrating blocks 
does not depend on the P W L technique used (i.e. approximation-based or TR-based).

For the low-pass f ilte r  considered before, the convergence condition is identical to (5.30a), 
i.e. 1 > co0Qhi 1 2 ,  whereas the other condition is tr iv ia l as it  holds fo r any positive step

. Observe also that a product o f  those tw o  inequalities yieldsi.e. 1

perfectly  (5.17).

2 Q

Next, we w ou ld  consider s tab ility  o f  the P W L OSR algorithm . For th is purpose assume a 
stable linear system composed o f  the basic bu ild ing  blocks, defined in  a un ified  fo rm

D iag [T ly T2, ... T„ ] ■ x ( t )  = A x ( t ) , * (0) = * 0 (5.33)

where A e E " x", * ( / )  e  1R” , a ll T ,>  0, and lim x ( t )  = 0 . A pp ly in g  the P W L OSR algorithm
/->co

to solve fo r  (5.33) results in  an integration scheme o f  general fo rm
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* * +i = H x k > x o = -*(°) (5-34)

where x k is  an estimate o f  the exact so lu tion x (4 ). W e w ou ld  prove that I im  x k =  0 , too.
A-> co

A ltho ug h  (5.33) covers both inertia l and in tegrating blocks, fo r s im p lic ity  o f  the p ro o f a ll the 
b locks w i l l  be considered as integrators (the p ro o f fo r general case appears d iff ic u lt) . C learly, 
any in tegra to r p rov ided w ith  a local feedback (when a u =  - 1 )  represents an inertia l block. 

Consequently, the m a trix  A  is no m ore assumed to have zeros on its diagonal. I t  is to be 
pointed out that in  th is case Theorem 5.2 holds as w e ll, provided the cond ition  (5.20) is 
m od ified  to  the fo rm

i 1 -  gma mm\ *  Sm «  = !»•••« (5-35)
*=1, iVm

To see this, note that L in  (5.27) is not s tr ic tly  low er triangu lar in  th is case, but i t  contains 
some non-zero elements (gmamm) on its diagonal.

Theorem  5.3: For any irreducible and asymptotically stable system defined 
by eqns.(5.33), the region o f  stab ility  o f  the OSR Gauss-Seidel P W L algorithm  
is the same as fo r  the convergence o f  the relevant relaxation iterations.

Proof: B oth  approxim ation- and TR-based technique w i l l  be addressed. F irst, app ly ing  the 
P W L operator to (5 .33) we have

T ,x ,(t)  = 'Z a slL (x ,( t) ) ,
i=i

(5.36)

that m ay be v iew ed to represent a network o f  n P W L in tegrating blocks. Hence, based on the 
Gauss-Seidel scheme and using (5.22) fo r L(-) one obtains ( like  in  (5.25))

= x s,k

IT ,

k v 1
ts /=i

V .  „  x i ,k + l  ~  x i,k  , v -  „  X i ,k + 1 —  x i,k  
2-t a si ,  +  2-j a si *
/=1 i=s+1

(5.37)

s = l . . n

where represents the P W L estimate o f  x,{/tH)  fo r the y-th  iteration, and hk =  4 +] - 4  is a 

com m on tim e-step fo r a ll blocks. Observe that (5.37) also holds fo r  the TR-based approach 
(compare (5.37) w ith  (5.31)), so no extra p ro o f is required in  that case.

I f  the re laxation iterations are brought to convergence, fo llo w in g  the cond ition  (5.35), then fo r 

a ll ‘ * /.* '+i =  * / , * +i =  * ;,*+ i - so that

/j /1 n
^ ,*  + l « „•*/,* + ! s =  l . . n

i=l / = i
(5.38)

N ext, pu tting  (5 .38) to the m a trix  form

1 -  ^  D ia g
’  1 1

'S /
ft j. 1 1

\

"ZT ? ~zr ■A Xk+1 = 1 + —  D iag ~  J ••• “ ■ A
J l  Tn_ / I  2 J l  Tn_ /

(5.39)
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Hence, the in tegration m atrix  due to (5.34) is

H  =
(

1 ---- — Diag
" 1 1

■ A
- \ /

1 + “ ~  D iag
' 1 1
_  J _

\
• A

2\ J l  Tn. 2V J l  Tn. >
(5.40)

To assure s tab ility  o f  the a lgorithm , a ll the eigenvalues X, o f  H should be placed inside the 

un ity  c irc le , i.e. | | <  1 fo r i  = 1, ... n. Observe also that as (5.33) represents an

asym pto tica lly  stable system, a ll the eigenvalues S; o f  D iag[ T{ 1, T2 l ... T ~ 1J • A  should 

belong to the com plex open le ft-h a lf plane, i.e. Re(s,- ) <  0. Since the re la tion between the 
eigenvalues X, and s,- fo llow s  eqn. (5.40), one obtains

\-i tl L
-Si

and hence,

X.- = 1 ---   S:
2 1

1 hk1 + —
2

Si - 1

< 1 ,  /  = 1,2,. ..n  (5.41)

that holds fo r any A* > 0. Thus, the convergence

cond ition  fo r the re laxation iterations is su ffic ien t fo r the OSR Gauss-Seidel P W L algorithm  to 
be stable. □

F ina lly , we w ou ld  address the re lation between convergence o f  OSR and W R. For linear 
systems the both techniques correspond closely to each other. To discuss this, the fo llow ing  
theorem can be cited due to [W H I87 , Chpt.6],

Theorem 5.4: Let a consistent and stable m ultistep integration a lgorithm  be 
applied to a linear system o f  the form

C ji:(f) = A ;t(f) , x(0) = x 0

where C,A e IE"*", C is nonsingular; and x ( t )  e  R ” . Assume further that the 

Gauss-Seidel algebraic relaxation a lgorithm  is used to solve the linear algebraic 
equations generated by the in tegration a lgorithm  (e.g. trapezoidal rule). G iven a 
sequence o f  timesteps {hk}, the Gauss-Seidel algebraic relaxation a lgorithm  w il l  
converge at every step, fo r any in it ia l guess, i f  and on ly  i f  the global-tim estep 
discretised Gauss-Seidel W R  algorithm , generated by so lv ing itera tion equations 
w ith  the same m ultistep integration a lgorithm  and the same timestep sequence, 
converges fo r any in it ia l guess.

Consistency means here that the local truncation error (L T E ) goes to zero as the time-step 
A *->  0. W ith  respect to Theorem 5.4 the P W L OSR algorithm  may be v iewed as a k ind  o f  the 
algebraic re laxation, and the P W L W R  as the corresponding global-tim e-step discretised W R  
a lgo rithm  (a ll Gauss-Seidel) satisfying the respective assumptions. A s expla ined earlier, when 
sim u lating an irreducib le  system, the P W L W R/O SR algorithm  tends to w o rk  w ith  a common 
(i.e. g loba l) time-step. Hence, by v irtue  o f  Theorem 5.4 we conclude that the convergence 
cond ition  (5.20) (o r (5.35)) holds not on ly  fo r OSR, but also fo r the W R  Gauss-Seidel PW L 
a lgo rithm  (approxim ation-based or TR-based) when applied to a linear system.

The above theorem also applies to nonlinear systems i f  it  is assumed that an a rb itra rily  close 
in it ia l guess fo r each o f  the relaxation schemes is available [W H I8 7 , Chpt.6]. A lthough  this is
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not a rea lis tic  assumption, i t  does indicate that even fo r nonlinear systems the OSR and W R  
present ve ry  s im ila r tim e-step constraints fo r an analysis method.

5.4 Simulation examples

In  the previous section m ere ly the feedback loop systems o f  analogue nature have been 
addressed and shown to be c ritica l fo r the sim ulation process. On the other hand, as opposed 
to such loops, the loop structure inc lud ing  m ixed A /D  components (also referred to as 
sw itch ing  o r c locked) does not tend to be perm anently closed. Instead, fo r  a g iven po rtion  o f  
tim e on ly  a part o f  that loop is active.

The reason m ay be tw o-fo lded : b lock ing  the signal propagation by an external c lock  o r zero 
gain o f  one o f  the loop elements. The la tter case usually pertains to units that are m odelled 
w ith  an ideal sw itch ing  DC  transfer function. A s a consequence, Theorem  5.2 is not 
applicab le to m ixed  A /D  structures in  typ ica l cases (w h ich  are not irreducib le), and the 
segment lengths produced by the P W L a lgorithm  during sim ulation are not c ritica l fo r  them.

Nevertheless, proper using o f  the w indow ing  technique seems s till to  be essential fo r the 
m ixed  A /D  loops. I f  i t  is possible to predict the boundaries o f  the subsequent periods o f  
a c tiv ity  (assumed to be the tim e w indow s), the W R  (o r OSR) perform ed fo r those loops can 
converge even in  a single ite ra tion  (Exam ple 2). For clocked systems, fixe d  tim e w indow s 
that m atch the c lock  period are usually the best choice. Th is applies e.g., to the system 
presented in  Section 4.3, when treated w ith  the W R  technique.

Exam ple 1. In  F ig .5.8 a model o f  the frequency d iv is ion-m ode telem etrie receiver is shown. 
Fourth order d ig ita lly  con tro lled band-pass f ilte r  is used. Each section o f  the f ilte r  is provided 
w ith  an 8 -b it D A C , w h ich  m ay be viewed here as a linear loop element (F ig .5.9). The contro l 
part o f  D A C  fo llo w s  the fundam ental form ula : UDAC =  X  a& ‘ &U, where i=0 ..7  and A U  
represents the converter reso lu tion proportiona l to reference Vr (see also Sec.4.3). The a, 
parameters are set either to 0 o r to 1 w ith  respect to the contro l b its </,• a fter the prescribed 
delay tim e. In  th is  w ay the m u ltip ly in g  D A C  is defined as a m ixed-signa l m odel. Its output 
stage is assumed to be an inertia l b lock w ith  contro lled gain equal did„  and tim e  constant TDAC. 
C learly, the d ig ita lly  contro lled 4-th  order band-pass f ilte r  is o f  particu la r interest here fo r its 
feedback structure. The tim e constants TDAC and T, may be v iew ed to represent some parasitic 
elements, usually not available d irec tly  at this level o f  abstraction. Thus, by pu tting  TDAC =  0 
and 7*3 =  0 a transfer function  fo r the single-section f ilte r  takes the fo rm  o f

> < 5 ’ 4 2 )1 _l . (k H  ------- )  S + 5 " —  + --------------------
ST\ dmx sT2 Tx d ^  TXT2

B y com parison to the standard-form  transfer function  we obtain

2 _ d  1 n 2 _  d - 1CO, — 5 v* . ) t i  a — j
d ^  TXT2 *  d „  T2k 2 k

w h ich  make a low-pass f ilte r  o f  variab le centre frequency ft>o, variab le se lectiv ity  Q  and 

constant bandw id th  A<u_3dB = k ! T x.
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Fig. 5.8. M o de l o f  frequency d iv is ion -m ode te lem etrie receiver

Fig. 5.9. Structure o f  single section band-pass f i lte r

A pparently , the loop structure o f  F ig.5.9 represents an irreducible feedback system, and when 
using the P W L  approxim ation-based technique, due to (5.20) fo r either section obtains:

1 >  ——  2 , 1 >  ——  1, fo r the integrators, (5.43a)
27-, 2 T:2

- t '
t  —l > (l _ _ i ( l _ e r, ) ) . * ,  fo r the am plifier, (5.43b)

1 > (1 _ I m c _(1 _ e TDAC fo r D A C . (5.43c)
t d  fnx

The cond ition  invo lved w ith  D A C  may be neglected, since didB  < 1. The same holds fo r the 
am p lifie r, i f  k <  1. Hence, t*  <  M in {T ,, 27V), and fo r the given parameter set [T u T2, T3, k, 
d^c] =  [1.6ns, 1.6|is, 15ns, 1, 256] obtains: t*  < 1.6jis. Th is result enables us to define a
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segment length lim ite r  fo r the P W L approximation-based a lgorithm  to assure its stable 
operation.

S im ila r convergence conditions can be obtained fo r the P W L TR-based re laxation (see (5.32))

h- h
1 ^  —= r ■ 2 ,  1 >  • 1 , fo r the integrators, (5.44a)

I T
1 ^  t — k , fo r the am plifier, (5 .4 4 i)

1 + A -
2 T3 

h.

1 "  ~~ T'DAh ~ d ~ '  f0 rD A C  (5.44c)
1 + /

2Tdac

Some o f  the s im u la tion  results are given in  Fig.5.10. First, the centre frequency/«  o f  band­
pass f ilte r  is adjusted to  100kHz, next i t  changes between 33kHz and 100kHz due to contro l 
signal d  (55H  and FFH). The inpu t stim ulus has tw o  components o f  33kH z and 100kHz 
frequency each w ith  m odulated am plitude o f  +1V . Adet signal is obtained from  a simple 
behavioural m odel o f  the am plitude detector.

To enhance the rate o f  convergence the w indow ing  has been exp lo ited w ith  w indow s 
m atching the tem porary period o f  the inpu t stim ulus. For the P W L accuracy o f  50m V  and W R 
accuracy o f  lO m V  the num ber o f  required iterations varies between 7 and 15 fo r d iffe rent 
w indow s. U sing OSR reduces the number o f  iterations, but the total CPU s im u la tion  tim e is 
increased by 10%. For the TR-based approach (as an alternative to the approxim ation-based) 
alm ost identical results have been obtained.

Fig.5.10. PWL waveforms for frequency-division mode telemetrie receiver
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Some other im provem ent o f  the convergence speed m ight be expected w ith  the successive 
over-re laxation approach [OGR94 Sec.3.4, V A R 6 3 ]. In  this case

x j+l =  ( l - a ) ) x J + a i J+i (5.45)

where the re laxation factor < ue (l, 2), and x ' +l = F ( x ' ) ,  w h ich  denotes the basic Gauss- 

Seidel re laxation scheme.

The W R /O S R -P W L sim ulation o f  the standalone f ilte r  has been also compared to SPICE 
estimates show ing very close matching in  waveform s (approx. 2% ) w ith  speed-up 
approaching tw o  orders o f  magnitude.

Exam ple 2 . A  functiona l-leve l model o f  the d ig it to frequency (D /f)  converter is depicted in 
Fig.5.11. The feedback loop consists o f  the m u ltip ly ing  D A C , inverting integrator and voltage 
comparator w ith  hysteresis. The comparator (provided w ith  the inertia l b lock) delivers 
a lte rnative ly a positive - or negative-value reference signal U r to the D A C . A part from  the tw o 
sw itch ing  po ints (± V th  in  D C  characteristic) the comparator features zero gain, so the 
convergence cond ition  (5.20) is not applicable here. The model o f  D A C  is s im ila r to that o f  
Exam ple 1.

In  F ig .5.12 some o f  the waveform s obtained fo r the D / f  converter are plotted. For constant 
input the comparator delivers a square wave o f  stable frequency proportional to the input d ig ita l 
word. Since the period o f  sw itch ing can change, there is no easy way to adjust an op tim a l size 
o f  the tim e  w indow s fo r the W R. For example, i f  the events at the inpu t D07 are used to 
define the w indo w  boundaries, the number o f  iterations fo r a tim e w indo w  equals the number 
o f  signal changes (between -U r and + U r) at the comparator output w ith in  th is w indow . In  this 
case fo r  the firs t w indow , starting at f=0 and ending on the firs t change o f  D07, obtains 7 
iterations (the last one is on ly  to check fo r convergence). In  the next w indo w  as many as 17 
iterations occur.

M oreover, during the in it ia l iterations the integrator tends to produce very large amplitudes at 
its output, unless it  is provided w ith  a lim ite r. For example, in  the firs t itera tion o f  the firs t 
w indo w  U I fa lls  linea rly  u n til the w indow  end is reached (w ith  no lim ite r). In  the second 
iteration, i t  fa lls  on ly  u n til the comparator threshold is crossed and U D  changes to negative.



N ext, U I rises linea rly  as long as the w indow  boundary is again reached, (i.e. partia l 
convergence is observed fo r  each iteration [D E B 87]).

Fortunately, the OSR perform s much better in  this case as its takes advantage o f  the partial 
convergence. The in itia l w indow  fo llow s the firs t two events on D07, but once the comparator 
switches at its output, a new event occurs and lim its  the w indow  size fo r the fo llow ing  blocks. In 
other words, the w indows match the actual PW L segments. For the w indows where U D  remains 
constant, the one-segment waveforms converge in  on ly tw o iterations. Otherwise, when U D  
changes between a positive and negative value, more iterations are required fo r that w indow , e.g. 
three to f ive  iterations fo r U r =  2V , V th  =  0.5V , P W L accuracy o f  50m V and relaxation 
accuracy o f  lO m V. As a consequence, the CPU -tim e savings obtained w ith  OSR are as much 
as 30%. T h is  resu lt is m a in ly  due to the partia l convergence. That is, i t  comes out from  
avo id ing unnecessary iterations over the fo rm er P W L segments that already converged, as 
opposed to  the W R  w ith  w indow s com pris ing more segments.

Fig.5.12. PWL waveforms for D /f converter

6. SYNTHESIS OF COMPLEX ANALOGUE MODELS

In  th is chapter we perfo rm  a synthesis o f  com plex P W L models relevant to  h igher order linear 
blocks. These usually represent some analogue filte rs  used in  m ixed A /D  systems to be 
designed. N on linearities, such as saturation or slew-rate can be incorporated as w e ll. Unless 
the architecture o f  such functiona l units is defined, one is free to represent them in  a most 
suitable w ay to  assure effectiveness o f  the m acrosim ulation process used. Hence, m aking an 
abstraction from  the prospective architecture o f  the un it seems to be useful. A s  a consequence, 
the discussed problem  has a few  aspects.

F irst, the h igher order m odels are inc lined to accumulate the P W L errors when m odelled w ith  
basic b u ild in g  blocks arranged in  cascades o r loop structures. In  th is case an attempt can be 
made to reduce o r to compensate fo r  the resulting global errors, already m entioned in  Section
5.3.

Second, loop structures may be avoided by developing second-order P W L bu ild ing  blocks at 
the expense o f  m ore com plicated form ulas required fo r those blocks but w ith  no need o f  
iterations. C learly , no loop error accum ulation occurs then.

T h ird , in  some cases paralle l configurations could be preferred over cascade configurations 
that usually tend to accumulate the P W L errors. On the other hand, the f le x ib il ity  in  designing 
o f  cascades (i.e. ordering o f  sections and gain assignment) opens some new area fo r 
op tim isa tion  o f  the P W L models to be derived.

In  some applications we w ou ld  fin d  the TR-based models to perform  better than the ir 
approxim ation-based counterpart. Particu larly, the cascade structures and second-order 
b u ild in g  blocks are meant in  this context.

6.1 Error accumulation and model refinement

In  order to investigate the effect o f  error accum ulation consider a sim ple loop structure 
composed o f  a single integrator, w h ich  output is fed back d irec tly  to the inpu t v ia  the P W L 
approxim ator. Such a m odel can be described as

= " *  (6.1) 
« = uin -  L (X)

where x  denotes the smooth output, and the P W L inpu t o f  the network. Observe that 
w ith ou t the approxim ator eqns.(6.1) make a perfect ine rtia l b lock  o f  u n ity  gain and tim e 
constant equal T. In  practice, the inertia l bu ild ing  b lock  defined in  Chpt.2 w ou ld  be preferred 
over th is loop structure. Here, however, it serves as an analytical example.
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Assume the in pu t M,n-  r t  (r  >  0), and jc(0)=0. Invok ing  eqns.(2.35-36) we observe propagation 
o f  the resu lting  f irs t  P W L  segment in  the loop (i.e. during iterations). Its length is 

f,  =  yj /  r , and hence, th is firs t segment ends at

8 TPmx
x ii, =

1 2 T  2 7 (6.2 a)

For the second ite ra tion  one obtains um =  r t  -  4pm j!t\ =  ( r  -  *» so i f  p ntx <  r7 /2

2 I STp
then t ,(2) =  I . mx >  *{'* =  t \ , and the a lgorithm  retains the fo rm er segment length t\.

2 P m x r

Thus,

and next

v<2> -

*i<3> = 4 ^ ( 1 -

( r - T-Pmx'

I T r T

IP  mx , 2Pmxh
V r T  r T

(6.2 b) 

(6.2 c)

so that f o r p ^  <  rT !2  the segment length remains unchanged, i.e. t \k) =  tx =  and
V  r

x?  =  lim  xj*> =  -  4 p »
A->co

i  + J 2^
rT

(6.3)

On the other hand, the o rig in a l value jc( / , )  obtained from  (6.1) w ith ou t operator £ (•) is

* ( / , )  =  r 7 - e  r  +  r ( / j  -  7 )  =  r T  ■ ( e '  rT - 1  ) +  J  8TPmxr (6.4)

Table 6.1. Global error £j and maximum error £mx against approximation accuracy pm 
and the involved correct value x ( t t ) for r  = T =  1

Pmx* 1 0‘3 f , x l0 ‘3 x ( t y ) x lO '3 £\ x 10'3 W < 1 0 '3

5 200 19 0.55 4.9

10 283 37 1.4 9.6

20 400 70 3.7 18

50 633 164 11.8 43

80 800 249 20.8 65

100 J 894 303 26.9 78
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N o w , define the global error fo r the firs t breakpoint com ing at t\ as e j  =  jc "  -  x ( t x) .  The 

resulting values o f  £\ fo r d iffe rent pmx are shown in  Table 6.1. The parameters r  and T  are 
normalised, i.e. r  =  T =  1.

As shown, those errors m ight be kept lo w  w ith  the reduced value o f  w h ich  in  turn results 
in  reducing the corresponding segment length. On the other hand, the invo lved m axim um  

errors =  M a x  j x lin{t)  -  x ( t )  | , w h ich  are more im portant, are less than the accuracy
<e[0,r,]

assumed. A pparently , the loop structure tends to reduce the amplitudes o f  P W L errors as 
compared to the accuracy assumed, although some errors fo r breakpoints arise. However, 
when needed, i t  is possible to compensate fo r th is k ind  o f  error at the expense o f  some extra 
calculations.

To discuss th is, f irs t consider a cascade structure o f  tw o integrators Io, I i  depicted in  Fig.6.1. 
Assume the output o f  the d riv ing  in tegrator to be

(0  = * 0  (0) + (“ o' + ~^r~) (6.5)

N ow , we can calculate the exact response o f  I i  to x 0(t) rather than to the P W L approxim ation 
£[.*o(0], w h ich  in  th is case is overestimated ( i.e. x 0(t) <  L [x 0(0 ] fo r t < t \  )

x x( t )  =  (0) +  * 0( 0 ) ~ r  +  +  r<>t
7, 27q7[ 6707,

(6.6)

Consequently, fo r  /, =  J  870p mt; /  rB one obtains £ , ( * , )  rather than * i ( * i) ,  w h ich  w ou ld  be 

the response to  Z.[xo(/)]. To take advantage o f  th is refinem ent £ , ( f )  should match the 

standard quadratic response x 1?( / )  such as (6.5), i.e.

7, 27,

B y  le tting  jellf ( t t )  =  x l ( t l ) an equivalent input slope is

r  =  “ o , V l  
'  70 370

(6.7)

(6.8)

II f t
Otherwise, we w ou ld  have r  =  —  + -2-1-, w h ich  is the slope o f  L[x$(t)} obtained from  (6.5).

^0 270
A pparently , rq <  r, so that the P W L overestim ation o f  xo(t) is reduced. In  fact, the obtained
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linear approx im ation  [*o(0) +  rqt] crosses Jto(t) at some tq < t \ ,  sp litting  the P W L segment in 
tw o parts, one overestim ated and the other underestimated, un like  Z [jto (f)]. In  th is  way, we 
w o u ld  f in d  th is  technique to provide the P W L approxim ation, w h ich  is balanced better, 
against the o rig in a l w aveform , than that o f  the standard operator L ( ) .  A s  a result, x Xq(f) fits  
better to the o rig in a l response ( / )  than Jti(/) as stated above.

Observe that before using eqns.(6.6-6.8) the parameters jco(O), m0, fo. To m ust be passed from  
the in tegra tor Io to I i .  B y  means o f  such a refinem ent one can compensate fo r the P W L errors 
aris ing at breakpoints.

C onsider again the loop structure defined by  (6.1). U sing the same inpu t r t (r  >  0), and 
jc(0)=0, the f irs t ite ra tion  y ie lds

*« >  -  (6.9a)

lik e  in  eqn.(6.2a) bu t w<2> =  rt -  r? /(2 7 ), so that

.(») _  r  ( t t f  r - i t j  m  _  / f  ( f , ) 2

B y  le ttin g  jc{2) =  one obtains the equivalent slope r?(2) =  r - ( l  —- ^ ) .  N ext, fo r  the 

th ird  ite ra tion

r m t 2 t
i /<3) =  r t — ---------=  rt -  r ( l ------ —) ----- ,

I T  37’ 27”
and

,2 /• (  1  — ) ( / . )  ,(3 ) , ,
f»> ,  M i L -  a r * ' *  , „  Ł J Ł L

i 2 r  6 T  2T

A ga in  jc j3) =  i j 3) im p lies  rfj3) =  r  ■ [ 1 -  —  +  2 ] .  Apparently, i f  —  < 1 ( p ^  <  9r77 8),
3 T  (3 7 )  3 T

then

r -  = lim /•<*> =  —  (6.10)
1 + A

3 T

V» _ v“  _  ̂ _  ^Pmx K i n

' ~ '* '  »  *  , +  ( Ï Ï T  ‘ ’
9 r T

Using the fo rm u la  (6.11) the compensated P W L breakpoint errors, defined as 

£u  =  x “  -  x ( t ] ) ,  can be evaluated (see Table 6.2). A s compared to the previous results, 

summarised in  Table 6.1, the errors £y are reduced here 5.5 tim es fo r p mx =  0.100 up to 27 
tim es fo r p m x  =  0.005. A pparently , the m axim um  errors enLX are also reduced. Since E\ and E \, 

re flec t a linea r com ponent in  s (t), so £rmx «  £W — (fii - £ir)/2.

M oreover, observe tha t in  th is case the TR-based a lgo rithm  w ou ld  perform  in  the same way, 
since the basic P W L  m odel o f  an in tegrator makes use o f  form ulas com m on fo r bo th methods.
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Table 6.2. Compensated global error £ ir and maximum error £rmx against approximation 
accuracy /> „  and the involved correct value x ( t l )

P m x*  1 0 ' 3 f [ x l0 ‘3 £ ( f i ) x l 0 '3 £\rX 10"3 W x lO '3

5 200 19 0.02 4.7

10 283 37 0.07 9.0

20 400 70 0.27 16.4

50 633 164 1.4 37.6

80 800 249 3.3 56.0

100 894 303 4.9 67.6

Based on the experience gained w ith  an integrator it  is possible to enhance the P W L 
approxim ation procedure o f  Fig.2.6. However, a form ula fo r  com puting the exact response 

as w e ll as the w ay o f  passing w aveform  parameters from  input to output o f  the inertia l 

b lock  need separate derivation.

To cope w ith  th is problem  assume an inertia l input waveform  in the standard fo rm

*o (0  = *o e~ "T° + ro({ ~ T0) + «o (6-12)

where s0 =  j t #(0 ) -  u0 +  r0T0 . The corresponding tim e response o f  an inertia l b lock  (o f  un ity  

gain, tim e constant T\ and w ithou t P W L approxim ator) is provided w ith  two transient 
components

* 1  (0 = [ * 1  (0) -  « 0  + r„ (To + r. ) -  ̂ r k - ' /r'
*0 M (6.13)

- r /7 i
+ roU ~ (T o  +7|)] + «o

On the other hand, an equivalent standard response may be assumed as

* u ( 0  =  [ * , ( 0 ) - * o ( 0 )  +  r ier 1l« - ' / r> +  rle( t - T l ) +  x 0(0 ) (6.14)

and x u ( t1) =  * i ( ? i ) ,  where t\ is found from  (2.17) fo r p ^  = / > „ „ / |  * i ( 0 ) - x 0(0 ) + r 0c7 i | , 

where roe corresponds to P W L approxim ation o f  (6.12). Hence, one obtains

T\ „-<i /T\ + T0 c ~txiTt _ j
Tizla ---------  (6.i5)

- 1)

C learly, eqns. (6.14-6.15) are required to proceed x lc ( / )  further.

S im ila r form ulas can be derived fo r a quadratic inpu t waveform , such as (6.5) that represents 
the ine rtia l b lock  driven by an integrator. In  this case



that enable to pu t * , ( / )  in to  the standard fo rm  o f  (6.14).

The enhanced P W L  approxim ator relevant to the inertia l bu ild ing  b lock  is g iven in  Fig.6.2. 
As opposed to  the procedure o f  Fig.2.6, here the input w aveform  m ust be recognised fo r 
shape (quadratic o r exponential), and the invo lved shape parameters m ust be passed to the 
m odel. The actual segment length is evaluated based on ua and the equivalent r  com ing from  
the d riv in g  b lock. Consequently, to compensate fo r P W L errors, the P W L  breakpoints are 
calculated either w ith  eqns.(6.14-6.15) or (6.14), (6.17), and a new equivalent r  is calculated 
using (6.8) o r (6.15). In  practice, the inpu t w aveform  can be iden tified  based on the fan-in 
table, ava ilable a fter the ne tlis t is com piled.

id e n t ify in p u ts h a p e ;

select_formula_x; (*  to compute x  (r ,7 ) *) 
repeat

i f * o -  «o+  r T < >  0 and | x 0-  u 0+ r T \ > p mc 
then { r ,  < -< I> (/w );

i f  r ,  >  Tna then r i  «—r ^ }
else

x k *— x  {T\T)\ JC0 <— x k\
Ho«— ( « o+ 't i7’ );
/» ♦ -(/A -i +  r . r ) ;
k «—( k +  l ) \
m̂x * ( m̂x~ )i

com pute_equivalent_r;
until rmx=  0

Fig. 6.2. Algorithm for enhanced PWL approximator

Using the enhanced approxim ator fo r the loop structures a llows reducing the P W L global 
breakpoint errors as w e ll as the m axim um  errors. Some o f  the results obtained fo r  the 2nd 
order Bessel f i lte r  (already discussed in  Section 5.3) are shown in  Fig.6.3 (the same input 
stim ulus has been applied).

The com pensation mechanism affects m a in ly  the error component relevant to P W L 
breakpoints, and the m axim um  error am plitudes are reduced by some (£j - eXr)/2. However, 
the required CPU s im u la tion -tim e is approxim ately as much as tw ice  o f  that w ith  the standard 
approxim ator (as compared to the results o f  Sec.5.3).

On the other hand, as opposed to integrators, the inertia l blocks do not need th is k ind  o f  error 
com pensation when processed w ith  the TR-based P W L technique. I t  is because the T R  (and 
in  pa rticu la r the enhanced T R ) provides self-compensation, as shown in  Section 2.4 (see 
Fig.2.12). In  practice, when applied to cascades, the TR-based P W L technique and the 
enhanced P W L  approxim ation  technique produce very s im ila r results (except o f  overshoots in

Fig. 6.3. Reduced global W R-PWL errors corresponding to waveforms o f 
Fig.5.4 obtained w ith enhanced PWL approximator for pmr =50mV 
(solid line) and p ^  =20mV (dashed line).

some cases, shown in  Sec.2.5), but the latter requires more computations. Because o f  it in  the 
fo llo w in g  section we w i l l  take advantage o f  the TR-based P W L technique to keep the global 
P W L error lo w , in  particu la r fo r cascade structures.

6.2 Synthesis with basic building blocks

A t the functiona l-leve l a linear analogue un it can be adequately defined by the transfer 
function. N on linearities  may be incorporated too, as shown in  Chapter 3. For the purpose o f  
m odelling  w ith  the P W L technique, some synthesis procedures relevant to RC active filte rs  
could be used. A  varie ty  o f  approaches exist [B IA 7 9 ], w h ich  account fo r such aspects as: a 
number o f  required active elements, sensitiv ity to RC elements’ variations, f le x ib il ity  o f  
tun ing, pow er consum ption etc. However, i f  an abstraction from  the prospective architecture 
o f  the un it can be made (as suggested earlier), most o f  those design aspects m igh t be om itted, 
and in  th is  case m a in ly  the resulting model structure is o f  interest. On the other hand, d iffe rent 
synthesis issues arise. These are com plexity o f  a model (i.e. o f  com putations), P W L error 
accum ulation and need fo r iterations when feedback loops are required.

W e start w ith  a sim ple synthesis perta in ing to the second order transfer functions. A  qua lity  
factor o f  Q  > '/2  (i.e. fo r com plex poles) is assumed. For instance, the standard low-pass 
func tion  m ay be decomposed as fo llow s

®o Q
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B y  v irtue  o f  the s ig n a l-flo w  graph theory, the latter result corresponds to the feedback loop 
structure, already discussed in  Section 5.3 (F ig.5.3). S im ila rly , fo r the high-pass transfer 
functions one m ig h t obtain

THP (5) -
1

(On
l  +  - 2 - - ( l  +

Qs s

For completeness the band-pass f ilte r  is also considered

1CO „

Tb p (s) - <°oQ , - ß + l
(o  n

S *  + S —  +  Û),
Q

1

a „ Q  co0
( s ~  + l )  +  l  1 + 1

*  Q  ,S  — I- 1

<y„

(6.19)

(6.20)

The respective structures composed o f  the basic bu ild ing  blocks are presented in  F igs.6.4 -
6.5. The corresponding P W L models are provided w ith  the approxim ators attached to the 
output o f  each bu ild in g  block. A lte rna tive ly , those blocks can be discretised w ith  respect to 
the T R  a lgorithm .

Fig. 6.5. Functional model o f  bi-quad band-pass filter
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The above decom position may be regarded as a special case o f  the continued fraction 
expansion that in  general case results in  m u ltip le  feedback structures [B IA 8 7 ]. However, 
neither the continued frac tion  expansion nor other techniques oriented towards m u ltip le  
feedback structures are recommended fo r com plex models. C learly, i t  is because o f  the need 
o f  iterations, w h ich  fo r  a h igh-order transfer function  w ou ld  result in  slow  relaxation 
convergence, and hence, very CPU-intensive sim ulation. In  contrary to this, cascade- and 
paralle l structures could be taken in to account [D A B 99S ].

For th is  purpose consider a transfer function  o f  the form

a0 + f l1$ + ... + ams 

b0 +  bxs +  ... + bn_xs +  s

   x Un T  Ut 3  T  . . .  T
H (s )  =  -7— \ ------ 1-------:------ ---------- - ,  n > m  (6.21)

I f  the poles o f  the transfer function  are available, H (s) can be expanded in to  a sum o f  partial 
fractions (s ingle poles are assumed fo r s im p lic ity )

=  A, =  Res H (s )  (6.22)
M S - S i  *= i,

Clearly, the components w ith  real poles represent inertia l blocks w ith  the tim e constants equal 
(-1/s,), exc lud ing the poles equal zero that correspond to integrators. On the other hand, fo r the 
pairs o f  conjugate poles the second order structures, such as (6.18-6.20) are adequate.

M oreover, i f  the zeros o f  H (s) are know n, a cascade connection (often used fo r practical 
filte rs ) consisting o f  the firs t- and second order blocks can be explo ited

(«■“ )
( s - s i ) ( s - s j ) . . . ( s - s „ )

C learly, the conjugate zeros should be grouped in to  pairs as w e ll, to match rea listic bu ild ing  
blocks.

To make some com parison consider a simple example o f  the two-pole low-pass transfer 
function  w ith  Q  < 'A. In  this case it  can be represented w ith  its tim e constants

H 2(s ) =  ---------------   (6.24)
2 W  ( l  +  s r , ) ( l  +  s r 2)

Three P W L m odels w i l l  be investigated fo r (6.24): paralle l structure, cascade structure 
l/( l+ s 7 Y ) —♦ l / ( l + s r 2) and reversed cascade structure 1/(1+s7’2) —> l / ( l+ iT i ) ,  each provided 
w ith  the P W L approxim ator. For the paralle l structure one obtains

H 2(s) =   — 5—  + — ^ ----------- —  (6.25)
2 T{ - T 2 1 +  s7*j r 2 - r ,  1 + sT2

The P W L  m odels’ performance is exem plified in  F igs.6.6-6.10 fo r T\ =  2ms and T2 =  1ms 
and the approxim ation  accuracy o f pmx =  80mV.

In  the lo w er p lo t o f  F ig.6.6 the waveform s Jc,, x 2 o f  the cascade (exact responses o f  the 1st- 

and 2nd stage, respectively) against uin are shown. The P W L responses are no t presented for 
c la rity  o f  the diagram. The upper p lo t shows the P W L errors £ i(/), E2(t) relevant to 
jci ( / ) ,  Jc2 ( / ) ,  respectively. Apparently, E\ is zero-valued at breakpoints, and its amplitudes 

are equal to pmx (w ith  the exception o f  the “ c losing”  segments that end at t =  2ms and t =  
10ms), whereas e2 exh ib its the effect o f  tem poral error accum ulation, and i t  varies between 
-1 3 0 m V  and + 1 13mV.
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F ig . 6 .6 . E x a c t  r e s p o n s e s  o f  c a s c a d e  s ta g e s  a g a in s t  in p u t w a v e f o rm  ( lo w e r  
p lo t) ,  a n d  c o r r e s p o n d in g  P W L  e r ro r s  fo r  p m  = 8 0 m V  ( u p p e r  p lo t)

F ig . 6 .7 . E x a c t  r e s p o n s e s  o f  r e v e rs e d  c a s c a d e  s ta g e s  a g a in s t  in p u t  w a v e fo rm  
( lo w e r  p lo t) ,  a n d  r e le v a n t  P W L  e r ro r s  fo r  p ^  = 8 0 m V  (u p p e r  p lo t)

The w aveform s invo lved  w ith  the reversed cascade structure are shown in  F ig .6 .7. 
A pparently , the am plitudes o f  e 2 are here less than those o f  the prim ary  cascade, and its range 
is (-1 lO m V , + 86m V ). In  fact, the second stage plays, in  some sense, a ro le o f  a dum ping f ilte r  
fo r £\. C learly, the reversed structure is more effective because o f  a larger tim e constant in  the 
second stage (2m s). Observe also that the dum ping works better fo r the fast changing portions 
o f  the w aveform .

The la tte r m odel can be enhanced further, when using stages o f  d ive rs ified  gain. The 
corresponding results fo r  the reversed cascade o f  2 /( l+ s * lm s ) —» 0 .5 /(l+s-2m s) are shown in  
F ig .6 .8 , where e 2 varies between -1 0 7 m V  and +54m V. S im ila r results fo r the cascade o f  

5 /( l+ s - lm s )  —► 0.2 /(l+ s-2m s) are shown in  F ig.6.9 (w ith £ 2 e (-8 9 m V , + 28m V )). Since the 

approx im ation  accuracy here is the same (80m V ), so are the am plitudes o f  e\. However, as 
compared to the case o f  equal-gain stages, the errors ei are damped the stronger, the less the

9 9

second-stage gain. For su ffic ien tly  small gain o f  the second stage (su ffic ie n tly  large gain o f  
the fis t stage, respective ly) one could expect the errors not to accumulate (compare E\ and e 2 

in  F ig.6.9). On the other hand, a trade -o ff exists. The arising large am plitudes at the firs t stage 
output cause an increasing o f  the number o f  P W L segments. A s a consequence, th is approach 
is equivalent to reducing o f A l s o  here, the dum ping is rather poor fo r the s lo w ly  changing 

part o f  jc , .

F ig . 6 .8 . E x a c t  r e s p o n s e s  o f  re v e rs e d  c a s c a d e  s ta g e s  w ith  d iv e rs if ie d  g a in s  ( * i  =  2  an d  
k i  =  0 .5 )  a g a in s t  in p u t  w a v e fo rm  ( lo w e r  p lo t) , a n d  c o rre s p o n d in g  P W L  e rro rs  

fo r  p „ x  = 8 0 m V  (u p p e r  p lo t)

P W L  e rro rs  f o r p ^  = 8 0 m V  (u p p e r  p lo t)
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The perform ance o f  the para lle l model is depicted in  F ig .6 .10. A s opposed to the cascade 
structures, here the P W L  errors relevant to paralle l branches o f  the m odel are independent 
from  each other, and m oreover, are lik e ly  to compensate when sum m ing the branch signals. 
A s a consequence, the resu lting P W L output errors are w ith in  (-68m V , +79m V ). However, 
the e ffect o f  erro r com pensation is not a general rule fo r paralle l models. In  some cases error 
accum ulation can occur as w e ll.

Since the e rro r com pensation is not guaranteed fo r the paralle l structures, we conclude that the 
properly  arranged cascade m odels provided w ith  decreasing stage-gains and increasing stage 
tim e constants (through a cascade) seem to be more reliable than the ir para lle l counterpart. 
C learly , th is  conclus ion is not strict. A fte r a ll, the error reduction m ay be obtained at the 
expense o f  reduced segment sizes fo r  any m odel discussed by using the enhanced accuracy 
Pmx■

Fig. 6.10. Exact responses o f parallel model branches Jt, , x 2 and output jc3 
against input waveform (lower plot), and corresponding PW L errors for 
Pmx =80mV (upper plot)

D iffe re n t behaviour can be observed fo r  the cascades when using the enhanced T R  technique. 
The re levant w aveform s are shown in  Figs. 6.11 and 6.12 and can be compared to Figs. 6.6 
and 6.9, respective ly. Here, the P W L errors at the firs t stage tend to accumulate tem porarily  as 
opposed to the P W L  approxim ation-based method. On the other hand, the TR-based response 

is balanced better against the o rig ina l w aveform  x ,  than that o f  the standard operator L(-). As 

a consequence, the resu lting error am plitudes at the output stage are usually less than those 
obtained w ith  the operator L(-). In  F ig. 6.11 the error E\ at the front-end stage varies between 
-120m V  and + 91m V , whereas e2 is  reduced to (-84m V , 77m V). S im ila rly , the P W L errors o f  
the reversed cascade w ith  d ive rs ified  gains (F ig . 6.12) are ct e  (-167m V , 171m V) and e2 e 
(-58m V , 80m V ).

From  the la tte r results we conclude that no m anipulations on cascade structure are required to 
keep the P W L  errors at the cascade output low . The enhanced T R  approach appears more 
re liab le  than its approxim ation-based counterpart, as far as the error accum ulation at a cascade
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Fig. 6.11. Exact responses o f cascade stages against input waveform (lower 
plot), and corresponding PWL errors obtained w ith enhanced TR for 
£o =80mV (upper plot); Tx = 2ms, T2= 1ms and k\ = k2 = 1

Fig. 6.12. Exact responses o f reversed cascade stages with diversified gains 
(!Ti =  1ms, T2 = 2ms and kx = 5, k2 = 0.2) against input waveform 
(lower plot), and corresponding PWL errors obtained with enhanced 
TR for so =80mV (upper plot)

output is considered. However, it  not the case o f  the front-end stage, fo r w h ich  the 
approxim ation-based a lgorithm  proceeds perfectly and no error accum ulation occurs then. On 
the other hand, the enhanced approximation-based P W L technique (derived in  Sec. 6.1) that 
reduces the e ffect o f  error accumulation is com putationa lly much more intensive. A s a 
consequence, a trade o ff is faced here. I f  ju s t the output o f  the cascade is o f  interest, using the 
enhanced T R  technique seems to be the best choice.
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6.3 Second order building blocks

A s m entioned above, to synthesise h igher order models provided w ith  pairs o f  conjugate poles 
the second order structures are required. A lthough  global feedback loops may be avoided, the 
second order b locks o f  Q >  /2  introduce local loops that when sim ulated g ive rise to iterations 
as w e ll. C learly , i t  is  o f  interest to develop some alternative m odels to s im p lify  the sim ulation 
process, so tha t no iterations w ou ld  be necessary.

For th is  purpose consider a second order low-pass f ilte r  defined by the equations

Tx i:, = uin — x 2
t  • (6.26)
T2 x 2 + x 2 =  * ,

where T\ = l / (w 0Q), T2 = Q/coq and x 2 is the output. Non-zero in it ia l conditions are assumed: 
* i ( 0 ) ,  * 2(0 ) and Ui„ -  Mo + rt. Hence, the solution appears to be

where

■*1(0 =  ( P\ cos +  P2 s in  coxt)e  St + r (t - T x + T2) +  u0 

* 2 ( 0  =  ( a i cos<y,^ + a 2 smcoxt)e~5‘ +  r(t -  Tx) + u0
(6.27)

a  1 =  x 2(0) -  h0 + rT x

* , ( 0 )  * 2(0 )£

T2 &  0

Pi = a \ + T2{coxa 2 -  Sax) 
P i  = cc2 -  T2(a>xctx + Sa2) 

1

«q S
au

+ r
-  co2x 

coxcol

(6.28)

Ô =

C O .  =  ( O n l l  -

4 Q 2

A lthough  (6.27) is an e x p lic it form ula, i t  seems im possib le to derive an approxim ation 
a lgo rithm  patterned after the P W L approxim ator o f  F ig.2.8. I t  is because (6.27) gives rise to 
transcendental equation when fo rm ula ting  the m axim um  cond ition  fo r  the corresponding 
distance function A*.

Fortunately, the a lgo rithm  based on quadratic approxim ation given in  Sec.2.3 is o f  use (see 
eqns. (2.9-2 .11)). Thus, fo llo w in g  this idea the fo rm u la  fo r x 2 in  (6.26) can be replaced by

y„(‘ ) = J'(O) + dy

dt
t  +

1 d 2y

t=0 2 d t2
(6.29)

1=0

where fo r  s im p lic ity  we put y  = x 2, and

=  a 2cox - a x8  + r
dy

dt 1=0

d 2y

d t2
= a x( 5 2 - t o x ) - 2 a 2coxS

M oreover, the th ird  order Lagrange rest is
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A3
® (f3) = [3coxS (a xcox + a 2S ) - ( a 2co? + a x<53)]--— , t e ( 0 , t )  (6.30 a)

Hence, to contro l the range t„ o f  the quadratic approxim ation for.y, (6.30a) can be converted to

t a = 3 ----------------------------  j (6.306)
V^3coxS(axcox+ a 2S ) - ( a 2cox + a x5 3)\i

where e„  is an estimated value o f  the m axim um  allowed truncation error. The performance 
index relevant to the segment o f  length equal ta is

=
y (0 ) +  ^ a)

y  ( I  a / 2) — 2

F ina lly , i f  p(0, ta) > Pmx then the actual segment must be reduced due to the form ula

(6.31)

t =  t  . rm * (6 3 2 )

1 “ U ( o , t . )

The a lgorithm  o f  quadratic approxim ation applies in  this case w ithout any other m odifications.

Clearly, the model defined by eqns. (6.26) is equivalent to the transfer function TLp {s) given by 
(6.18). The same approach m ay be used to derive the second order high-pass and band-pass 
P W L b u ild in g  blocks.

A pparently , the invo lved  form ulas (6.27-6.30) are much more complicated than those used fo r 
the firs t order b u ild in g  blocks. However, despite the large number o f  operations necessary fo r 
second order P W L  bu ild ing  blocks, the resulting CPU s im ulation times are fa ir ly  moderate fo r 
them as compared to models using the sim ple firs t order blocks that have to iterate. As a 
result, du ring s im u lation the second order blocks perform  approxim ately by 20-50% faster 
than the ir feedback loop based counterparts (w ith  the number o f  iterations ranging between 8- 
12). C learly, since the loops are elim inated, the invo lved P W L error accum ulation is avoided.

The TR-based second order P W L models are even more e ffic ient. To see this, recall 
eqns.(5.15), w h ich  correspond to (6.26). Here, the iteration index7 can be dropped

«hQhk
I u in(t k )  +  u i n ( h - \ )  ~  * 2,* * 2 , * - l l

w  <6-33>

* 2’* =
2 Q

A fte r m anipulations (6.33) can be rearranged to the e xp lic it fo rm  o f  

4 Q +  2co0hk -  Q(co0hk) 2 -  4co0hkQ 2
X XJ, =  -------------------    l.A -l +   Q  X1,k- 1

+  2 co0hkQ 2 + Q ^ hk ) \ [ Uin{tk) +  Uin(t k x ) ] (6.34a)
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4w 0hk 4 Q - 2 a ) 0hk -Q (c o 0hk ) 2
2, A _  _  1,A — 1 +  n  x 2 ,*-l

"  (6.34A)

+  6 t e g i l _ [ Uim(tk) +  Uinitt _j}]

where Z) =  4Q  +  2<y0/i* +  Q(a>0hk )2 .

A s  m any as 30 elem entary operations per step are required to calculate the response as 
compared to some 60 in  the previous case. However, also here one can hardly develop an 
e ffec tive  tim e-step con tro l, such as that o f  the enhanced TR. Because o f  it  the standard 
fo rm u la  (2 .6b) w i l l  be adopted as fo llow s

hk — in f  |  ^12£#̂ /| | j  i xjJ-1 *  (6.35)

where the th ird  deriva tives can be found by d iffe ren tia ting  (6.26) that yie lds

(3) _  ^ 1 *1 ,* - ! +  (^2 ~ T 2Uk_l

"  ( T J 2 ) 2

(3) t f d 1, -  r ,  +  Tt2(2T2 -  r ,  ) * , . * _ ,  +  ( T ^ ) 2« ^  -  T?T2uk_x
x l , k - \  ~

(6.36)

( T j 2y

and uk_t =  « ,„ ( * *_ ,) ,  Ti = l/(o)oQ), T2 =  Q/co0.

The la tte r m odel w i l l  be preferred over the quadratic approxim ation-based m odel defined by 
form ulas (6.27) -  (6.32), since it  is  com putationa lly  m ore e ffic ien t, although the time-steps hk 
appear to be shorter than the invo lved P W L segments, governed by eqns.(6.27-6.32). The 
CPU tim e required is by 20-30%  shorter in  th is  case.

To summarise, consider a 6th order Chebyshev low-pass f ilte r  arranged in  cascade. The c u t-o ff 
frequency o f  30kH z is assumed and the overall gain equal un ity. The characteristic 
frequencies and qu a lity  factors are as fo llow s  [B U R 89]: cu<u =  190.710 rd/s, Q \ =  6.513, <»02 
= 144.8 T 0 3 rd/s, 02 = 1.810, «03 = 74.7-10 rd/s, Q3 = 0.684. M oreover, to reduce error 
accum ulation between f ilte r  sections the ir gains are assumed to be: k\ =  5, k% =  1, A3 =  1/5.

The h ig h -g  section (front-end) appears ve ry  sensitive to Pmx (so) when m odelled as a loop 
w ith  f irs t order b u ild in g  blocks (even w ith  error compensation). In  F ig .6.13 the waveform s 
relevant to  the h ig h -g  section are depicted fo r p,m =  lOOmV. Apparently, the results obtained 
by  the second-order bu ild in g  b lock are en tire ly  under contro l as opposed to the feedback-loop 
m odel, fo r  w h ich  the P W L approxim ators m ay strong ly in fluence the se lf-oscilla to ry 
behaviour. V e ry  s im ila r results are obtained w ith  the T R  approach. Fortunately, the 
discrepancy in  w aveform s observed could be substantia lly reduced when using the accuracy 
o f  50m V  or less, both fo r the approximation-based and the TR-based technique. In  th is  case all 
those f i lte r  m odels, in c lud ing  that o f  the second order b u ild in g  blocks, y ie ld  alm ost same 
results. In  F ig .6 .14 the response o f  the complete f ilte r  is given. R e la tive ly  sm all P W L  errors 
(<  70 m V ) accum ulate at the cascade output.
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response ic, (xn,  is the feedback-loop response for = 50mV)

filte r for / w  =50mV against exact response (solid line) and



7. IMPLEMENTATION ISSUES IN VHDL

In  th is  chapter, a descrip tion  o f  the im plem entation o f  the P W L approach in  V H D L  is given 
[A S H 90, L IP 91 ]. In  fact, the P W L m odels m ay be viewed as discrete objects, and in  this 
sense they are w e ll suited to be im plem ented in  a discrete environm ent. Besides, the e xp lic it 
form ulas that the P W L m odels are based on make the ir behavioural representation feasible 
[D A B 9 8 D , D A B 9 8 N , D A B 9 9 ], A s a consequence, the standard V H D L  provided w ith  some 
m athem atical and P W L function-packages proved to be su ffic ien t fo r th is purpose. In 
particu lar, one can benefit from  the d ig ita l nature o f  V H D L , when m ode lling  m ixed-signal 
A /D  networks. Th is k in d  o f  m ode lling  can be supported at the expense o f  additiona l signal 
conversions P W L -to -lo g ic  and log ic -to -P W L, as m entioned in  Chapter 4. A pparently , p r io r to 
those effo rts , some w o rk  has already been done, however, in  m ost cases on ly  standard 
a lgorithm s have been im plem ented in  V H D L  [H A R 91 ].

7.1 Concept of VHDL PWL model

Since the P W L  basic b u ild in g  blocks are at the bottom  o f  the hierarchy in  the functiona l-leve l 
m ode lling , i t  is useful to describe them  behaviourally. On the other hand, com plex models 
composed o f  b locks defined behavioura lly m igh t be described as structural models. For 
exam ple; an in e rtia l b lock  m igh t be declared as shown in F ig .7 .1.

e n t i t y  Inertial_Block i s  

g e n e r i c  (

Pmx,X0 :real; —  voltage 
TimeConst :real; —  time 
Gain :real
) ;

p o r t  (

R, 00 : i n  real; —  rate,voltage
Tend : i n  time;
Rout,XI : i n o u t  real; -- rate,voltage
TendOut : i n o u t  time
) ;

e n d  Inertial_Block;

Fig. 7.1. Inertial block declared as V H D L entity module

The generic constants define parameters o f  an ine rtia l b lock, whereas the entries encountered 
in  the po rt lis t p rov ide an interface fo r  the entity m odule, and as required in  V H D L , are a ll o f  
class signal. One cou ld  expect a P W L w aveform  to be represented adequately as a co llection
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o f  pairs (tk, Xk), like  a log ic signal i.e., by a single V H D L  signal declared. Because o f  the 
P W L a lgorithm , the breakpoint (tk+i, **+ i)  w ou ld  be required in  advance, i.e. when the actual 
s im u la tion  tim e  equals tk. Unfortunate ly, a V H D L  sim ulator is not capable o f  id en tify ing  the 
next po in t (4+ i, Xk+i) unless the sim ulation tim e is advanced to tk+1 - A lso  the tim e instants /*, 
/*+i cannot be accessed directly . To overcome th is drawback, tw o a rtific ia l signals more are 
introduced that provide the V H D L  model (at tk) w ith  the actual P W L segment rate r  and the 
tim e instant tk+i o f  the next breakpoint.

The signal names used in  the model declaration correspond to notation explo ited in  previous 
chapters. Tend and TendOut denote the fo llo w in g  P W L tim e breakpoints (end o f  segment) at 
the inpu t and output, respectively.

The im p lem entation part o f  the entity inertiai_Biock is depicted in  F ig .7.2. I t  is a 
behavioural m odel arranged as an architecture body inc lud ing  a V H D L  process. The process 
is activated in it ia lly  during the in itia lisa tion  phase o f  sim ulation (w ith  initiai=true). A fte r 
executing a ll the statements, i t  is suspended. W hen an event occurs on any o f  the signals from  
its sens itiv ity  lis t (i.e. the value o f  the signal changes), the process is resumed, and execution 
repeats from  the beginning (w ith  lnitial=false). The P W L input waveform  is iden tified by 
r (representing the slope) and Tend (representing the end o f  segment). I f  the resu lting output 
segment is shorter than the inpu t one then the additional signal selfstrobe is used to resume 
the process fo r  the given inpu t segment.

a r c h i t e c t u r e  behaviour o f  Inertial_Block i s  

s i g n a l  SelfStrobe :boolean; 
b e g i n

p r o c e s s (R,Tend,SelfStrobe)
—  variable declarations(...) 
b e g i n

i f  Initial t h e n  —  model initialisation
Initial:“false;
(...)

e l s e

R1 := R;
Tmx := time_to_real(Tend);
TO := time_to_real(NOW);
Start := false 
i f  SelfStrobe'Stable t h e n

Xactual := X0; Uactual := 00; 
e l s e

Xactual := XI; Uactual := 01; 
e n d  i f  

e n d  i f ;

— calculation of time step T1 (...);
— calculation of Xactual,Uactual (...);
Tstep := real_to_time(T1);
XI <= Xactual a f t e r  Tstep; —  update signals
U1 <= Uactual a f t e r  Tstep; -- for next breakpoint
Rout <= (Xactual-Xlast)/Tl;
TendOut <= (NOW + Tstep) a f t e r  Tstep; 
i f  (Tmx > T0+T1) t h e n  — (out segm)<(in segm)

SelfStrobe <= n o t (SelfStrobe) a f t e r  Tstep; 
e n d  i f ;  

e n d  p r o c e s s ;  

e n d  behaviour;

Fig. 7.2. Architecture body o f inertia! block model arranged as V H D L process
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To assure c la r ity  o f  the architecture body a few  fragments o f  the V H D L  code have been 
om itted. Nevertheless, some d is tinctive  features relevant to this im p lem entation can be 
observed. F irs tly , the actual values o f  signals (transactions) are assigned to variables to enable 
fu rther ca lcu la tions (e.g. Ri:=R). Special functions time_to_real and reai_to time are 
used to ob ta in  Tmx,T0 and Tstep respectively, since V H D L  is a strong ly-typed language 
[IE E 93 ], and operations on variables o f  d iffe ren t type are not allowed. To check whether the 
process has been activated w ith  the inpu t segment o r self-strobed, the attribute ' stable o f  
Self strobe is  used. The signals relevant to the output are updated concurrently.

The other b u ild in g  blocks m igh t be im plem ented in  a s im ila r way. B y  de fin ing  them as 
entities one can easily decompose a com plex m odel, and assure adequate com m unication 
between the connected components. In  particular, the connected components are executed 
concurrently  when activated w ith  the same signal (because o f  processes included).

7.2 Structurai description

W hen the en tity  is used in  a design, its generic constants must be specified and the signals 
connected to m odule ports. T h is  procedure is referred to as component instantiation and must 
be preceded by component declaration. In  th is case, the declared com ponent can be thought 
as a tem plate de fin ing  a v irtu a l design entity, to  be instantiated later w ith in  the architecture 
body. A n  exam ple o f  a com ponent declaration referred to the inertiai Biock presented 
above is g iven in  F ig .7.3.

c o m p o n e n t  Inertial_Block 
g e n e r i c  (

Pmx,X0 : real; —  voltage
TimeConst :real; —  time
Gain 
) ;

: real

(
R, U0 : i n  real; —  rate,voltage
Tend : i n  time;
Rout,XI : i n o u t  real; —  rate,voltage
TendOut : i n o u t  time
) ;

e n d  c o m p o n e n t ;

Fig. 7.3. Inertial block declared as V H D L design component

N o w , assume the com ponent inertial_Block m igh t be used to model a sim ple two-stage 
am p lifie r w ith  a front-end gain equal 10 and dom inant pole 1M H z, and the output stage gain 
equal 2 w ith  dom inant pole 5M H z. In th is case, the respective model should be provided w ith  
some v irtu a l inputs and outputs corresponding d irec tly  to the signals declared in  the port lis t 
in  F ig .7.3. Such a m odel can be perform ed as shown in  F igs.7.4 and 7.5.

In  F ig .7 .5 the a m p lifie r is declared as an en tity  two_stage_ampiifier de fin ing  external 
ports. The architecture body o f  the m odel is o f  structural type. I t  comprises a declaration o f  
in ternal signals (ri,xi,ti) and o f  the component inertial_Block , w h ich  is next 
instantiated to arrange the am p lifie r stages. The la tter are labeled w ith  iden tifie rs : Front_end 
and output_stage. In  the both instances generic- and port map specifications are given,
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w h ich  perta in to m odel parameters (pmx, gain, tim e constant, in it ia l cond ition) and structure 
connections (provided by signals), respectively. Nanoseconds are assumed as s im u lation tim e 

units.

Rin

Front end

R 1

Output
_stage

Rout^----------- p.

Uin X1 Uout 
-----------►----------- ►

Tin
—  p H

T1 Tout -----------►----------- w .....  .........w-

Fig. 7.4. Signal flow  between components o f two-stage amplifier model

e n t i t y  Two_stage_araplifier i s

p o r t  (Rin,Uin : i n  real; —  [V/ns],[V]
Tendln : i n  time; —  [ns]
Rout,Uout : i n o u t  real; -- [V/ns],[V]
TendOut : i n o u t  time); —  [ns]

e n d  two_stage_amplifier;

a r c h i t e c t u r e  block_structure o f  Two_stage_amplifier i s  

c o m p o n e n t  Inertial_Block 
g e n e r i c (Pmx,X0 :real; —  [V]

TimeConst :real; —  [ns]
Gain :real
) ;

p o r t  (R,U0 :i n  real; -- [V/ns],[V]
Tend :i n  time; —  [ns]
Rout,XI : i n o u t  real; —  [V/ns],[V]
TendOut :i n o u t  time —  [ns]
) ;

e n d  c o m p o n e n t ;

s i g n a l  R1,X1 :real; —  internal signals [V/ns], [V]
s i g n a l  T1 :time; —  [ns]
b e g i n

Front_end: Inertial_Block 
g e n e r i c  m a p  (Pmx=>0.05, TimeConst=>159, 

gain=>10, X0=>0); 
p o r t  m a p  (R=>Rin, U0=>Uin, Tend=>TendIn,

Rout=>Rl, X1=>X1, TendOut=>Tl);
Output_stage: Inertial_Block 

g e n e r i c  m a p  (Pmx=>0.05, TimeConst—>32, 
gain=>2, X0=>0); 

p o r t  m a p  (R=>R1, U0=>X1, Tend=>Tl,
Rout=>Rout, Xl=>Uout, TendOut=>TendOut); 

e n d  block structure;

Fig. 7.5. V H D L model o f two-stage amplifier composed o f inertial blocks
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7.3 Other implementation issues

In  th is section we address the V H D L  im plem entation o f  analogue feedback loops and 
in te rfac ing between P W L  and log ic models. Basically, the invo lved m ode lling  problem s have 
already been discussed in  terms o f  the general P W L approach. So here, we concentrate on ly 
on the im p lem enta tion  issues specific to V H D L .

F irst, invoke  the bi-quad f ilte r  o f  Fig.5.3, w h ich  represents a typ ica l t ig h t feedback loop 
structure. In  V H D L  such a model m ight be thought as an en tity  using three components: 
in tegra tor in c lud in g  a subtractor, inertia l b lock  and contro l b lock, a ll arranged as processes 
(F ig .7.6). The C ontro l_b lock  process is responsible fo r perfo rm ing iterations that, in  fact, are 
not supported by a V H D L  sim ulator. Because o f  it  the model m ust be somewhat “ tr ic k y ” . 
Since the s im u la tion  tim e could not be stopped during iterations, the so-called d elta ’s 
generation is used. I t  means that after each itera tion the s im u la tion  tim e is advanced 
au tom atica lly  by delta-time (increm ent, w h ich  depends on a reso lution declared in a 
sim ulator). A s  a consequence, the resu lting tota l tim e increment fo r  a well-posed model, w ith  
a lim ite d  num ber o f  iterations, can be neglected. In  th is way the P W L segment obtained after 
the iterations are brought to convergence is correct.

Rin
Integrator

process

R1 Inertial
_block

process

R2

Tin T1 -  - *> T2---------- ^ ------ »

1i

Control
Act block

■*-------
process

F ig . 7 .6 . C o m m u n ica tio n  between three processes co n s titu tin g  m odel o f  b i-q uad  f i l te r

C learly, the s im u la tion  a lgorithm  m ust conform  to rules o f  the V H D L  sim ulator. U sing  the 
one-segment re laxation scheme (O SR) seems to be indispensable here, since the V H D L  
sim ulator is o n ly  capable o f  processing the event next to the actual s im u la tion  tim e. As 
expla ined before, in  OSR each iterative cycle proceeds fo r a single P W L segment, regarded in  
V H D L  as an event. In  contrary to this, in  W R  a m ulti-segm ent w aveform  w ou ld  be 
represented by  a sequence o f  upcom ing events that cannot be processed jo in t ly  by the V H D L  
sim u la to r w ith  respect to the W R  rule.

In  F ig .7 .7 an architecture body o f  the Controi_biock, arranged as a process is shown. The 
process is sensitive to the signals supplied by  the inertial biock, and when activated it  
checks an actual P W L  segment fo r convergence. Unless the assumed accuracy is reached, the 
Control_block activates the process o f  the integrator com ponent and forces the next 
itera tion (s ignal A c t). F ina lly , when the end o f  iterations is detected, it  y ie lds correct signals 
relevant to the f i lte r  output, and updates the invo lved internal signals. W hen the sim ulation 
tim e advances to (Now+Tstep), the signal A c t activates the loop (In tegrator process) again, so 
the se lf-s trob ing  mechanism  (shown in  F ig .7.2) m ay be om itted.

I l l

a r c h i t e c t u r e  behaviour o f  Control_block i s  

b e g i n

p r o c e s s ( R 2 , T 2 )

—  variables' declaration (...) 
b e g i n

i f  Initial t h e n

—  Initialization of the variables (...) 
e l s e

Difference := abs((X2actual - Xlast)/X2v);
Xlast := X2actual;
i f  (Delta > Difference) t h e n

X2 <= X2actual a f t e r Tstep;
T2 <= T2actual a f t e r Tstep;
XI <= Xlactual a f t e r Tstep;
T1 <= Tlactual a f t e r Tstep;
Act < =  n o t (Act) a f t e r Tstep;

e l s e

X2 <= X2actual;
T2 <= T2actual;
XI <= Xlactual;
T1 <= Tlactual;
Act < =  n o t (Act);

e n d  i f ;

e n d  i f ;

e n d  p r o c e s s ;

e n d  behaviour;

F ig . 7.7 . A rch ite c tu re  body o f  con tro l b lo ck  arranged as V H D L  process

N ext, consider the problem  o f  in terfacing between the P W L- and the lo g ic  domain. The 
princip les o f  the relevant conversions have been presented in Section 4.2. F o llow ing  them the 
V H D L  m odels m igh t be developed as shown below. The Boolean lo g ic  is assumed to avoid 
am b igu ity  having its o rig in  in  unknown log ic  states, when converting to the P W L domain. 
M oreover, some unknow n states that m ight be generated by a P W L-to -log ic  converter during 
the ris ing - o r fa llin g  edge o f  the signal should be avoided as w e ll. Apparently, an 
unnecessarily produced unknown state tends to spread through the d ig ita l part o f  A /D  system 
and m ay appear at the analogue input again. Detailed analysis o f  such a model is rather 

d iff ic u lt.

Instead, a tra d e -o ff is recommended. Converters that model inertia l delay, ris in g /fa llin g  edges, 
and provided w ith  tw o  log ic  levels, seem to be a reasonable solution. From  electrical po in t o f  
v ie w  we address here m a in ly  M O S circu its, fo r  w h ich  electrical loading (b i-d irectional 
coup ling ) is a second order effect. On the other hand, the accuracy o f  the functiona l-leve l 
models is usually lim ited  by assumption, and hence too many details should not be expected.

In  F ig .7.8 a lo g ic -to -P W L v irtua l converter is presented. Once a log ic  event appears at its 
input, the conversion begins. I f  the actual P W L segment rises or fa lls  (Ractuai /=  o), the 
output w aveform  is updated fo r the actual tim e instant now. Then, the tim e step delta is 
calculated to locate the next P W L breakpoint at viow or vhigh. F ina lly , a ll the output signals 
are updated. However, the last value o f  TendOut cannot be updated, since the sim ulation tim e 
has m oved forw ard. Fortunately, the breakpoint at to precedes the fau lty  value o f  TendOut 
and overrides it, when applied to the input o f  any analogue block. For the same reason the 
generic parameter dt should be large enough to avoid discontinuities in  the P W L waveform .
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e n t i t y  Logic_to_PWL i s

g e n e r i c (slope_neg,sXope_pos :real; —  rate
Vlow,Vhigh :real; —  voltage
dt :time
) ;

p o r t  (Logic_in : i n  std_logic;
Rout,Uout : i n o u t  real; —  rate, voltage
TendOut : i n o u t  time
) ;

e n d  Logic_to_PWL;

a r c h i t e c t u r e  behaviour o f  Logic_to_PWL i s  

v a r i a b l e  delta,Unext,Ractual :real; —  voltage,rate 
v a r i a b l e  Slope,Tact,TO :real; -- rate,time
v a r i a b l e  Tstep,Tactual :time;
b e g i n

p r o c e s s (Logic_in) 
b e g i n

i f  Initial t h e n

—  initialisation of variables and signals (...); 
e l s e

Tactual := TendOut;
Uactual := Uout;
Ractual := Rout; 
i f  (logic_in = '1') t h e n  

Unext := Vhigh;
Slope := Slope_pos; 
e l s e  Unext := Vlow;
Slope := Slope_neg 

e n d  i f ;

i f  (Ractual /= 0)) t h e n  — update Uactual for TO 
Tact := timetoreal(Tactual);
TO := time_to_real(NOW);
Uactual := Unext + Ractual*(TO-Tact) 

e n d  i f ;

delta := (Unext - Uactual)/Slope;
Tstep := real_to_time(delta);
Tstepl := Tstep + dt;
Uout <= Uactual, Unext a f t e r  Tstep;
Rout <= Slope, 0 a f t e r  Tstep;
TendOut <= (NOW+Tstep), (NOW+Tstepl) a f t e r  Tstep; 

e n d  i f ;  

e n d  p r o c e s s ;  

e n d  behaviour;

Fig. 7.8. V H D L model o f logic-to-PWL converter

W hen instantiated as a V H D L  component, the m odel should re flect the rise- and fa ll delay 
tim e o f  the d r iv in g  lo g ic  model v ia  its generic parameters. F o llow ing  the basic d e fin ition  fo r 
the rise de lay tim e  one obtains

v  — v
* L H = —  L  (7.1)

*pos

and fo r the fa ll de lay A tHL =  — — (7. 2)
r ntg
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Based on the w aveform s shown in  Fig.7.9, observe how  the converter works. W hen the logic 
event occurs at ty, the P W L breakpoint at this tim e instant is not defined yet, so it  is added to 
the w ave fo rm  using the actual value o f  uout, since Ractuai=o at to- U n like  this, the value 
used fo r the breakpoint to be added at U requires updating (Ractuai/=o). The value o f  unext 
that has been projected at t3 is increased by (Ractual* (TO-Tact)), where to = U, Tact =  t$ 
and Ractual is  the segment rate at tj. Apparently, ts should be replaced by U, but the 
s im ulator does not a llo w  this.

Note that the converter is capable o f  dam ping a ll short log ic  pulses applied to its input.

Fig. 7.9. Inertial delay performed in logic-to-PWL conversion

As m entioned in  Section 4.2, the P W L-to -log ic  converter is simpler. I t  m igh t be implemented 
as a V H D L  en tity  inc lud ing  a process, too (F ig .7.11). In this case, the P W L signals drive the 
log ic  output. The process used is sensitive to the inpu t segment rate, and it  proceeds when the 
P W L w aveform  can be expected to cross the log ic  threshold, as shown in  F ig .7.10. A fte r 
com puting the am plitude o f  the end po in t, the relevant segment is checked fo r crossing the 
threshold V,/,. N ext, when applicable the respective delay delta is calculated, and a 
transaction on the log ic  output signal is scheduled.

Fig. 7.10. Logic transactions scheduled for In, ta, to during PWL to logic conversion

For the w aveform  shown in Fig.7.10 the firs t tw o  segments are not capable o f  pro jecting a 
transaction at lo g ic  output. The process finds the segment starting at t\ to cross the logic 
threshold. Hence, the firs t log ic  transaction is scheduled to occur at t,\.
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e n t i t y  PWL_to_logic i s

g e n e r i c (Vth :real); -- voltage
p o r t  (Rin, Uin : i n  real; —  rate, voltage

Tendln : i n  time
Logic_out : o u t  std_logic;
) ;

e n d  PWL_to_logic;
a r c h i t e c t u r e  behaviour o f  PWL_to logic i s  

v a r i a b l e  delta, TO, Unext :real; —  time, voltage
v a r i a b l e  Ractual,Uactual :real; —  rate, voltage
v a r i a b l e  Tstep :time;
v a r i a b l e  Convert :boolean;
v a r i a b l e  Logic_next :std_logic;
b e g i n

p r o c e s s (Rin) 
b e g i n

Convert := false; 
i f  Initial t h e n

-- initialisation of variables and signals (...); 
e l s e

Ractual := Rin;
Uactual := Uin;
Tactual := time_to_real(Tendln) ;
TO := time_to_real(NOW);
i f  ((Uactual < Vth) a n d  (Ractual > 0)) t h e n  

Unext := Uactual + Ractual*(Tactual - TO); 
i f  Unext > Vth t h e n  

Logic_next := '1';
Convert := true; 

e n d  i f ;  

e n d  i f ;

i f  ((Uactual > Vth) a n d  (Ractual < 0)) t h e n  

Unext := Uactual + Ractual*(Tactual - TO); 
i f  Vth > Unext t h e n  

Logic_next := '0'
Convert := true; 

e n d  i f ;  

e n d  i f ;

i f  Convert t h e n

delta := (Vth - Uactual)/Ractual;
Tstep := real_to_time(delta);
Logic_out <= Logic_next a f t e r  Tstep; 

e n d  i f ;  

e n d  i f ;  

e n d  p r o c e s s ; 

e n d  behaviour;

Fig. 7.11. V H D L model o f PWL-to logic converter

7.4 Simulation examples

To be com piled successfully, the model units need support by packages p rov id ing  a ll the 
required predefined data types, subprograms, functions, etc. These are in  particu lar the 
analogue package analogpg, defin ing  analogue operations, and the PW L-approxim ation 
package pwl_appr. Both are put in to  the work lib rary. Besides, the standard lib ra ry  called std 
w ith  tw o packages standard and textio, and the lib ra ry  ieee are needed.

A s  a consequence, a typ ica l un it described in  this chapter, a llow ing  log ic  and/or P W L 
operations m igh t be declared com plete ly using a scheme depicted in  F ig .7 .1 2 .  The clause u s e  

provides the v is ib il ity  o f  the item s’ names declared inside packages, whereas the clause 
l i b r a r y  - the needed v is ib il ity  o f  the name ieee. The libraries std and work are v is ib le  by 
default.

l i b r a r y  IEEE;
u s e  IEEE.std_logic_1164 . a l l ;  

u s e  std.textio.a l l ;  

u s e  std.standard.a l l ;  

u s e  work.analogpg . a l l ;  

u s e  work,pwl_appr.a l l ;

e n t i t y  name i s  

g e n e r i c  ( . . . ) ;  

p o r t  ( . . . ) ;  

e n d  name;

Fig. 7.12. Complete declaration scheme o f V H D L unit supporting 
PWL/logic mixed-mode modelling

A  com plex structure m igh t be partitioned using entities, w h ich  are referenced and instantiated 
w ith in  a h igher-leve l entity. Basically, the low er-leve l entities describe behaviour (o f  inertia l 
b lock, in tegrator, log ic  gates etc.), whereas the higher-level entities describe structure. The 
en tity  used as an upper-level m odule w ith  architecture composed o f  low er-leve l modules 
declared as its sub-components have been explo ited in  the examples presented below.

The overa ll structure o f  such a model is shown in  Fig.7.13. As a basic V H D L  im plem entation 
i t  proved to  be su ffic ien t, although a more sophisticated configuration m igh t be used as we ll. 
I t  can be s im p lifie d  fu rther when putting a ll the low er-leve l entities in to  a lib ra ry  package.

B e low  we g ive tw o  sim u lation examples obtained w ith  the V-System  s im ulator [V S Y 94 ]. In 
both cases m ixed-signa l A /D  networks are represented to emphasise the f le x ib il ity  o f  V H D L .

Exam ple 1. In Fig. 7.14 a b lock diagram o f  the successive approxim ation A /D  converter is 
shown [D A B 9 8 D ], I t  consists o f  three units: the voltage comparator, the successive 
approxim ation register (S A R ) and the D /A  converter. E ig h t-b it version o f  this m odel has been 
im plem ented. The comparator model is based on two-stage cascade o f  ine rtia l blocks. This 
structure is capable to m im ic  adequately the comparator tim in g  specifications inc lud ing  the 
in fluence o f  in it ia l po larisation and overdrive at its inpu t (as discussed in  Section 3.1). The 
D /A  converter makes also use o f  the inertia l b lock at the output. Its contro l part fo llow s  the 
fundamental fo rm u la  Uou, =  S 2' arAU, where i =  0..7 and A U  represents the reso lution (here 
16m V ). The a, parameters are set either to 0 or to 1 w ith  respect to the d ig ita l input o f  this
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full description of lower-level entities 
( ... );

declaration of upper-level entity
-- referencing library packeges- ( . . .  ) ;  

e n t i t y  upper i s  

g e n e r i c  ( . . . ) ;  

p o r t  { . . . ) ;  

e n d  upper;

a r c h i t e c t u r e  structure o f  upper i s

( • • ■ ) ;  —  variables and internal signals declaration
sub-components' declaration referred to lower-level entities 

c o m p o n e n t  module 1
—  generic and port lists( . . .  ) ; 

e n d  c o m p o n e n t ;

b e g i n

Ml : 
( ■ 
M2 : 
( .

module_l 
■ ) ;
module_2 
. >;

—  declarations of remaining components

—  generic and port map

—  generic and port map
—  instantiation of remaining components

e n d  structure;

F ig . 7 .13 . O v e ra ll s truc tu re  o f  V H D L  m odels used fo r  s im u la tio n  exam ples

F ig . 7 .14. F u n c tio n a l- le ve l b lo c k  d iag ram  o f  successive a p p ro x im a tio n  A /D  con ve rte r

unit. Since th is  operation is phys ica lly  invo lved w ith  sw itch ing o f  signals inside the converter, 
any change o f  the a, coe ffic ien ts is contro lled by  the ir ow n drivers, w h ich  are m odelled as 
d ig ita l objects w ith  a prescribed inertia l delay. In th is w ay the D /A  un it is defined as a m ixed- 
signal en tity . On the other hand, the S A R  consists exc lus ive ly  o f  log ic  components, and its 
behaviour is defined at R T -leve l o f  abstraction.

1

Besides, the com parator- and the D /A  un it are provided w ith  the P W L-to -log ic  and log ic-to - 
P W L v irtu a l converters, accordingly, to assure in terfacing between the std log ic- and the 
P W L dom ain. The complete model is a nested en tity  structure, w h ich  comprises 430 lines o f  
V H D L  code, exc lud ing the packages analogpg and pwl_appr.
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* V-System - IWuvhJ

F ig . 7 .15. W ave fo rm s S A R  A /D  converte r ob tained w ith  V -S ystem

Some o f  the tim in g  waveform s obtained fo r the A /D  converter model are shown in  Fig.7.15. 
Constant inpu t signal Ux is assumed. The converter is reset when Start =  0. Then the 
successive approxim ation  proceeds fo llo w in g  the active signal Clock.

The signal names on the le ft are given in  the order corresponding to the waveform s plotted. 
The s im u la tion  process depends heavily  on the c lock signal, w h ich  when inactive sim ply 
breaks the ex is ting  feedback loop. As discussed in  Chapter 5, no iterations are required in that 
case.

Exam ple 2 . T h is example invokes the ha lf-flash A /D  converter presented in  detail in  Section
4.3. L ike  in  Exam ple 1, the V H D L  model o f  this converter constitutes a nested entity 
structure. The top-leve l en tity  Half flash consists o f  eight components representing the 
functiona l units o f  the converter (F ig.4.7): Track_hold, Control_unit, Differential 
amplifier, Analog_multiplexer, DA_converter, AD_flash, Register_l and 

Tri state register. The required v irtua l converters prov id ing  interface between the PW L- 
and the std_ log ic  dom ain are the ir sub-components, like  the inertial_block. The V H D L  
m odel o f  Half flash includes 1040 lines o f  code w ithou t the packages analogpg and 

pwl_appr.
Samples o f  the waveform s obtained w ith  the V-System  sim ulator are given in  Figs. 7.16 and 
7.17. The names o f  P W L signals U1, U2, U3, U4, depicted on the le ft, correspond to the outputs 
o f  track-ho ld , D /A  converter, d iffe rentia l am p lifie r and m ultip lexer, respectively. The input 
P W L stim ulus is denoted as b1/xpwl.
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Fig. 7.16. Waveforms o f  half-flash A /D  converter obtained w ith V-System
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Fig. 7.17. Waveforms o f half-flash A /D  converter obtained w ith V-System

A s com pared to the pro to type P W L s im ulator, presented in  Chapter 4, the V-System  perform s 
by 30%  slower. In  the m ain context, however, i t  does not seem to  p lay  the V H D L  
im p lem enta tion  down. In  fact, the V H D L  im plem entation m ay be v iew ed as an e ffo rt o f  
pu tting  the P W L  m acrosim ulation technique in to  a broader perspective.

8. SUMMARY

A  m acrosim ulation technique fo r  the m odelling  o f  analogue networks and m ixed-signa l A /D  
systems at the functiona l level has been presented. M O S circu its  have been addressed m ainly. 
T he ir com ponent units are assumed to be un id irectiona l, however, capacitive loading effects 
are a llowed. Basic nonlinearities m ay be incorporated as w e ll. The signals o f  analogue units 
are represented as piecewise linear waveform s and when applied to the m odels they closely 
approxim ate the real tim in g  behaviour. Com putation o f  the P W L tim e responses has been 
form ulated as an approxim ation task, w h ich  may be solved e ffic ie n tly  w ith  no need o f  
iterations that a ll standard approxim ation algorithm s are based on. As an alternative approach 
the trapezoidal ru le  provided w ith  the enhanced step contro l mechanism is introduced. I t  
appears pa rticu la rly  useful when applied to cascade structures o f  analogue blocks.

Some o f  the m acromodels have been im plem ented w ith in  a prototype event-driven functional- 
level sim ulator, where the subsequent P W L breakpoints p lay a role o f  s im ulation events. The 
obtained P W L  waveform s o f  com m only used analogue units were shown to closely match the 
respective SPICE estimates w ith  a sim ulation speed-up o f  tw o to three orders o f  magnitude. 
However, as m entioned earlier, no c la im  is made regarding the P W L models su itab ility  to 
pe rfectly  m im ic  the real c ircu it behaviour fo r  a ll situations.

Some drawbacks aris ing fo r  analogue feedback loops and cascade structures are evident. In 
this case the P W L  approxim ation errors tend to accumulate tem porarily , but they can be 
reduced in  a few  ways. F irst, the enhanced P W L approxim ator a llow s compensating fo r those 
errors to some extent at the expense o f  extra computations. Second, the analogue loops may 
be avoided i f  a designer is not interested in  having insight in to  the loop. For example, 
com plex analogue filte rs  can be synthesised using cascade o r paralle l structures composed o f  
second and/or f irs t order bu ild ing  blocks. The ordering o f  sections in  a cascade due to the ir 
f ilte r in g  properties, and proper gain assignment influence substantially the resu lting global 
P W L errors as w e ll. In  case o f  cascade structures, however, the trapezoidal rule-based models 
prove to pe rfo rm  better than the ir approximation-based counterpart.

O n the other hand, when dealing w ith  m ixed A /D  networks, a m ixed mode sim ulation 
technique is preferred. For d ig ita l units usually behavioural lo g ic  models are used. A s a 
consequence, these m odels require lo g ic -to -P W L and P W L-to -lo g ic  signal converters. The 
possible am b igu ity  having its o rig in  in  unknown logica l states m ay be avoided by means o f  
re la tive ly  sim ple converters’ models. In  th is way, the fu lly  un ified  P W L treatment o f  the A /D  
network, in troduced in  [R U A 9 1 ], is no longer applied here. Nevertheless, a d is tinc tive  feature 
that the P W L and log ic  models have in  com m on s till remains. In  fact, a ll those models m ay be 
viewed as discrete objects, so that the ir im plem entation in  a discrete H D L  environm ent is 
feasible.
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The V H D L  im p lem enta tion  was expected to put the P W L approach in to  a broader 
perspective. Several m odels have been successfully developed in  V H D L  as discrete objects. 
E x p lic it  fo rm ulas availab le fo r  P W L tim in g  enable de fin ing  the basic V H D L  entities as 
behavioural m odels, fo r  w h ich  the P W L breakpoints are referred to as s im u la tion  events. The 
m odels are supported by extra analogue and P W L approxim ation packages. The procedures 
and functions used m ay be v iew ed as a k in d  o f  behavioural decom position, whereas the 
V H D L  entities correspond to  structural decom position in  this m odelling. Besides, one can 
bene fit fro m  the d ig ita l nature o f  V H D L  when m ode lling  m ixed-signa l A /D  systems. 
A ltho ug h  the new  extension to  V H D L , the V H D L -A M S  [BER95, V A C 9 7 ], oriented towards 
analogue- and m ixed  systems seemed to be better suited to P W L sim ulation, i t  has not been 
used because o f  lack  o f  A M S  too ls during the course o f  preparing this w ork.

Since the presented m acrosim ulation technique saves the CPU tim e, i t  is also w e ll suited to 
w o rk  w ith in  ite ra tive  processes. Th is is o f  particu la r interest, when dealing w ith  non-clocked 
systems fea tu ring  g lobal feedback loops. In  th is case the w aveform  relaxation has been shown 
to  su it w e ll to  the P W L m acrosim ulation. Because local couplings are not used in  the P W L 
m ode lling , o n ly  g lobal feedback loops are responsible fo r  the occurrence o f  iterations. Despite 
the s lo w  convergence o f  the W R  in  some cases, the CPU sim u lation tim e remains moderate, 
since the P W L  a lgo rithm  is very tim e effective . However, fo r  too large segment length it  can 
suffe r from  non-convergence o r ins tab ility . The derived convergence conditions enable to 
evaluate the m axim um  stable segment length fo r linear analogue feedback loops. For other 
feedback structures d irect segment length reduction is useful i f  too m any iterations occur. The 
p rope rly  used w in d o w in g  technique is shown to  be essential fo r the W R  process since the 
accum ulation o f  W R  erro r m ay be lim ite d  in  tim e. In  some situations one-segment re laxation 
(O SR) appears to be more e ffic ie n t than W R. In  case o f  the sw itch ing (o r c locked) loops the 
num ber o f  required iterations may be substantia lly reduced, and even a single itera tion is 
possible. M oreover, as compared to SPICE, the speed-up obtained fo r analogue loops w ith  the 
W R -P W L  s im u la tion  is up to one hundred.

A pparen tly , a va rie ty  o f  issues relevant to the P W L approach to m acrosim ulation o f  analogue 
and m ixed  A /D  systems have been addressed in  th is monograph. The presented results 
valida te th is  m ethod over a w ide  range o f  applications. In  th is  context the P W L  approach 
proves to be e ffic ien t. F ina lly , also other applications o f  the P W L technique supported by the 
w aveform  re laxation begin to emerge. These are fo r  example regular structures such as RC- 
trees [K O N 95 , D A B 0 0 ] used fo r interconnect tim in g  ve rifica tio n  o f  V H D L  designs, or 
ce llu la r neural networks [RO S95], In  both cases the respective m odels m igh t be decomposed 
in to  a set o f  ine rtia l blocks, and analysed w ith  e x p lic it form ulas re levant to the P W L 
techniques.
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Piecewise Linear Approach to Functional-level 

Macrosimulation of Analogue & Mixed A/D Systems

A b s tra c t

The m onograph deals w ith  an analogue m acrom odelling technique oriented towards 
functiona l-leve l s im u lation o f  both analogue and m ixed analogue-digita l networks/systems. 
Based on a b r ie f  ove rv iew  o f  the actual s im ulation, the re lation o f  the developed approach to 
the ex is ting  m ode lling  and sim ulation techniques is presented. The signals are assumed to be 
piecewise linear (P W L ) waveform s. A  class o f  nonlinear (P W L) inertia l bu ild ing  blocks is 
introduced fo r m odelling. The proposed macromodels are accurate in  the ir tim in g  behaviour 
and com puta tiona lly  e ffic ien t, since an e xp lic it a lgorithm  to obtain the waveform s is used 
based on a P W L approxim ation o f  o rig ina l smooth tim e responses. A lte rna tive ly , an enhanced 
trapezoidal ru le is introduced. Practical macromodels o f  particular functiona l analogue units, 
such as an a m p lifie r or a voltage comparator, are derived in  detail and the ir performances are 
compared w ith  SPICE estimates. A lso  the P W L approxim ation technique is compared w ith  
the enhanced trapezoidal rule.

A  prototype event-driven, selective-trace sim ulator is used to v e rify  the P W L approach by 
m acrosim ulation examples o f  practical A /D  systems. For th is purpose a concept o f  the PW L 
event is introduced. A  v irtua l interface between the P W L- and log ic  dom ain is defined to 
support th is k in d  o f  sim ulation. D ig ita l units are m odelled m a in ly  as log ic  behavioural blocks.

To overcom e the problem s w ith  feedback loops the P W L technique is supported by the 
waveform  re laxa tion (W R ). A  P W L-W R  algorithm  is form ulated and im plem ented as a 
prototype too l. Several examples o f  practical networks/ systems inc lud ing  feedback loops are 
considered. Practical convergence and s tab ility  conditions relevant to the linear case are 
derived as w e ll. Besides, the feedback loop models and cascade models are shown to 
accumulate the P W L errors. To reduce th is e ffect several methods are proposed, such as P W L 
m odel refinem ent, second-order bu ild in g  blocks (to avoid local loops) or tuned cascade 
structures. The la tter are pa rticu la rly  w e ll suited to synthesis o f  h igher order analogue blocks, 
such as filte rs . In  some o f  those cases the required com putational overhead is increased. For 
cascade structures the trapezoidal rule-based P W L technique is shown to perfo rm  better than 
its approxim ation-based counterpart.

A n  im plem entation o f  the P W L m acrosim ulation technique in  the discrete V H D L  
environm ent is presented, too. The basic bu ild ing  blocks are defined to be V H D L  entities 
provided w ith  a behavioural body due to the e xp lic it form ulas available to proceed these 
blocks. Analogue V H D L  packages are used. For com plex analogue models a structural 
approach is used. The d ig ita l nature o f  V H D L  facilita tes the im plem entation o f  m ixed A /D  
systems at the expense o f  the interface added to provide a lin k  between the P W L- and 
standard-logic dom ain. Practical examples verified  w ith  a V H D L  sim ulator are included.



Zastosowanie techniki odcinkowo-iinowej do makrosymulacji 

systemów analogowych i analogowo-cyfrowych 

na poziomie funkcjonalnym

Streszczenie

M onog ra fia  pośw ięcona jes t technice analogowego m akrom odelowania, która  zorientowana 
jes t na sym ulację analogowych i analogow o-cyfrow ych układów /system ów reprezentowanych 
na poz iom ie  funkc jona lnym . W  oparciu o zw ięz ły  przegląd metod sym ulacyjnych dokonano 
porów nania zaproponowanego podejścia z is tn ie jącym i technikam i m odelowania i sym ulacji. 
P rzy jm u je  się, że przebiegi czasowe są funkc jam i o d c in kow o -lin io w ym i. Jako bazę 
m odelow ania w prow adza się klasę n ie lin io w ych  (od c in kow o -lin iow ych ) b lokó w  inercyjnych. 
Zaproponowane w  ten sposób m akrom odele są dokładne w  sensie swoich odpow iedzi 
czasowych, a także efektyw ne ob liczeniow o, ponieważ do otrzym ania od c in kow o-lin iow e j 
aproksym acji o ryg ina lnych, g ładk ich  odpow iedzi w yko rzys tu ją  bezpośredni ( ja w ny) a lgorytm  
ob liczen iow y. A lte rn a tyw n ie  wprowadzono w  pracy udoskonalony a lgo ry tm  trapezów. 
Szczegółowo w yprowadzone są m akrom odele praktycznych m odu łów  funkcjona lnych, takich 
ja k  wzm acniacz czy kom para tor napięcia. Jakość tych  m odeli je s t porównana z odpow iedn im i 
estym atam i uzyskanym i w  oparciu o sym ulator SPICE. Także sama technika odcinkow o- 
lin io w e j aproksym acji została porównana z udoskonalonym  a lgorytm  trapezów.

D o w e ry fik a c ji podejścia odc inkow o-lin iow ego w  oparciu o praktyczne p rzyk łady 
m akrosym ulac ji uk ładów /system ów  A /C  wykorzystano p ro to typow y sym ulator sterowany 
zdarzeniam i. W prow adzono koncepcję zdarzenia charakterystycznego dla  przebiegów 
od c in kow o -lin io w ych . Z de fin iow any został rów nież w irtu a ln y  in terfe js pom iędzy dziedziną 
sygnałów  o d c in kow o -lin io w ych  i  sygnałów logicznych. C yfrow e b lo k i są m odelowane 
zasadniczo behaw ioraln ie.

W  celu rozw iązania prob lem ów  powstających przy sym ulacji struktur ze sprzężeniem 
zw ro tnym  wprowadzono dodatkowo technikę relaksacji przebiegów. A lg o ry tm  łączący obie 
techn ik i zaim plem entowano w  postaci prototypow ego narzędzia. Przeanalizowano w iele 
praktycznych s truktur zaw ierających pętle sprzężenia zwrotnego. D la  przypadku lin iow ego 
sform ułow ano praktyczne k ry te riu m  zbieżności a lgorytm u iteracyjnego. Pokazano ponadto, 
że s truktury ze sprzężeniem zw ro tnym  oraz kaskady b lo kó w  m a ją  tendencję do 
akum ulow ania  b łędów  m ających swe źród ło w  zastosowanej aproksym acji. D la  zredukowania 
tego efektu zaproponowano k ilk a  metod, tak ich  ja k  korekcja  m odelu i a lgorytm u 
aproksym acji, w ykorzystan ie  do syntezy b lo kó w  drugiego rzędu (co pozwala uniknąć 
loka lnych  sprzężeń) oraz zastosowanie stro jonych m odeli kaskadowych. Ostatnie dwa

131

rozw iązania nadają się dobrze do syntezy b lokó w  analogowych wyższego rzędu, typowo 
filtró w . W iększość jednak z w ym ienionych rozw iązań wym aga zwiększonego nakładu 
obliczeń lub dodatkowo powoduje kom plikację modelu. N a tym  tle udoskonalony algorytm  
trapezów okazuje się być bardziej e fektyw ny ob liczeniowo, w  szczególności w  zastosowaniu 
do struktur kaskadowych.

W  pracy przedstaw iono także im plem entację techn ik i m akrosym ulacji odc inkow o-lin iow e j w  
dyskretnym  środow isku V H D L . Podstawowe b lo k i funkcjonalne zdefin iow ano w  języku  
V H D L  ja k o  m odu ły  behawioralne (en tity), co by ło  m ożliw e  dz ięk i dostępności w łaściw ych 
dla  n ich, ja w nych  (bezpośrednich) w zorów . W ykorzystano w  tym  celu analogowe pakiety 
języka. D la  z łożonych m odeli analogowych zastosowano podejście strukturalne. 
M odelow anie struktur m ieszanych A /C  w  środow isku V H D L  jes t u ła tw ione oczyw iście 
dz ięk i jego  zasadniczo cyfrow em u przeznaczeniu. Wymagane jest jednak wprowadzenie 
w irtua lnego in terfe jsu pom iędzy dziedziną sygnałów odc inkow o-lin iow ych  oraz log iką  
standardową. Dołączone są rów nież praktyczne przyk łady uzyskane w  oparciu o sym ulator 
V H D L .




