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## Introduction

Modern control systems must meet performance requirements and meantime acceptable behavior even in the presence of abrupt changes in their dynamics due, for instance, to random component failures or repairs, environmental disturbances, dramatic changes in subsystem interconnections, sudden changes in the operating point of nonlinear plant etc. This can be found, for instance, in control of solar systems, robotic manipulator systems, aircraft control systems, large flexible structures for space stations (such as antennas, solar arrays), etc. If abrupt changes have only a small influence on the system behavior, classical sensitivity analysis may provide an adequate assessment of the effects. When the variations caused by the dynamic changes significantly alter the behavior of the system, a stochastic model that gives a quantitative indication of the relative likelihoods of various possible scenarios would be preferable. In some cases the relevant stochastic model may consist of a linear system with coefficients depending on certain stochastic process. Such models are called jump linear systems. They first appeared in the literature in papers [70] and [49] for continuous time systems. Since then much has been done and a good summary of the results obtained up to 1990 may be found in monograph [82]. Nevertheless still there exists a number of open questions in this area and many results need refinement and improvement. To justify the interest in analysis of this class of control systems let us focus attention on the exemplary situations in which the theory of jump linear systems seems to be the most applicable approach for solving the problem. In order to increase the reliability in the presence of emergency of failures, the control system must provide some kind of fault tolerance. Since von Neuman, we know that redundancy is the basic ingredient in building a reliable systems. The fault-prone control systems have attracted a significant research effort and the basic structure of a reliable system with redundant actuators and sensors, which is now agreed upon is presented in the Figure 0.1.

To analyze the behavior of such a system we clearly need a description of the occurrence of failures and their influence on the process. Consider, for example, a duplex system where two redundant controllers, $C_{1}$ and $C_{2}$ are used in parallel to control the plant $P$. Excluding partial failures of a component, four regimes of operation, can be associated to Figure 0.2 depending on which controller has failed:

| regime 1 | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| :--- | :--- | :--- |
| regime 2 | $\mathrm{C}_{1}$ | $\mathrm{C}_{2}$ |
| regime 3 | $\mathrm{C}_{1}$ | $\underline{\mathrm{C}_{2}}$ |
| regime 4 | $\underline{\mathrm{C}_{1}}$ | $\underline{\mathrm{C}_{2}}$ |



Fig. 0.1. A reliable control system


Fig. 0.2. A duplex control system
Failures thus appear as discrete events that cause a transition, or a jump, of the regime. These events being random, are characterized by transition probabilities $\left(p_{1}(n), p_{2}(n), p_{3}(n), p_{4}(n)\right)$, where $p_{i}(n)$ is the probability of regime to be $i$ at moment $n$. It is reasonable to assume that $p_{i}(n)$ depends on the state of regime at moment $n-1$ and does not depend on states of regimes at moment $k \leq n-2$. In this way we describe regimes as a Markov chain with transition probability

$$
P=\left[p_{i j}\right]_{i, j=1, \ldots, 4},
$$

where $p_{i j}$ is the probability that the regime is $i$ under condition that the previous regime was $j$. A classical model in reliability theory is given as

$$
P=\left[\begin{array}{cccc}
e^{-2 \lambda \Delta} & e^{-\lambda \Delta}-e^{-2 \lambda \Delta} & e^{-\lambda \Delta}-e^{-2 \lambda \Delta} & 1-2 e^{-\lambda \Delta}+e^{-2 \lambda \Delta} \\
0 & e^{-1} & 0 & 1-e^{-\lambda \Delta} \\
0 & 0 & e^{-\lambda \Delta} & 1-e^{-\lambda \Delta} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

where $\lambda \Delta$ is the individual failure rate of $C_{1}$ and $C_{2}$ at time interval $\Delta$. In writing $P$ a simultaneous failure of $C_{1}$ and $C_{2}$ was excluded (the transition from 1 to 4 has zero probability) which corresponds to the realistic situation where failures are rare events and the occurrence of a simultaneous failure is highly unlikely. The failures manifest themselves through a modification of the actuator-process-sensors cascade in figure 0.2. Typically, the failure of a sensor introduces a bias or a drift in one of the measurement variables. Similarly, a failed actuator might produce a constant action on the process regardless of the command signal it receives. A physical fault in some parts of the plant also modifies the dynamics.

Yet another example of this kind has been discussed in [18]. This example deals with reliable control system design. The control system is described by

$$
x(k+1)=A x(k)+B(r(k)) u(k)
$$

where

$$
\begin{gathered}
A=\left[\begin{array}{ll}
2,71828 & 0 \\
0 & 0.36788
\end{array}\right], B(1)=\left[\begin{array}{ll}
1.71828 & 1.71828 \\
-0.63212 & 0.63212
\end{array}\right] \\
B(2)=\left[\begin{array}{ll}
0 & 1.71828 \\
0 & 0.63212
\end{array}\right], B(3)=\left[\begin{array}{ll}
1.71828 & 0 \\
-0.63212 & 0
\end{array}\right] \\
B(4)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
\end{gathered}
$$

This model captures the failure/repair events for a reliable system with two actuators, in which actuators may fail and need to be repaired. State 1 of $r(k)$ represents the case that both actuators work well, states 2 and 3 represent the case where one of actuators fails and has to be repaired, and state 4 represents the case where both actuators fail. Let $p_{f}$ and $p_{r}$ denotes the failure rate and repair rate, where the actuators repair and failure events are independent, then the probability transition matrix of Markov chain $r(k)$ is given by

$$
P=\left[\begin{array}{llll}
\left(1-p_{f}\right)^{2} & \left(1-p_{f}\right) p_{r} & \left(1-p_{f}\right) p_{r} & p_{r}^{2} \\
\left(1-p_{f}\right) & \left(1-p_{f}\right)\left(1-p_{r}\right) & p_{r} & p_{r}\left(1-p_{r}\right) \\
\left(1-p_{f}\right) p_{f} & p_{r} p_{f} & \left(1-p_{f}\right) 1-p_{r} & p_{r} 1-p_{r} \\
p_{f}^{2} & \left(1-p_{r}\right) p_{f} & \left(1-p_{r}\right) p_{f} & \left(1-p_{r}\right)^{2}
\end{array}\right] .
$$

It is thus seen that fault-tolerant control systems are naturally described in terms of Cartesian product of a discrete random jump variable accounting for the occurrence of failures, and the more usual variables in continuous space representing the plant dynamics, i.e. in the terms of system with jumps in parameters.

Another example of this kind was discussed in [92]. Consider a linear system

$$
\dot{x}(t)=A x(t)+B u(t)
$$

with

$$
A=\left[\begin{array}{lc}
\frac{1}{6} & \frac{1}{5}  \tag{0.1}\\
-\frac{1}{5} & -\frac{1}{6}
\end{array}\right], B=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

The control which minimizes the quadratic cost

$$
\int_{j_{0}}^{\infty}\left(x^{\prime}(t) Q x(t)+u^{\prime}(t) R u(t)\right) d t
$$

with

$$
Q=\left[\begin{array}{ll}
\frac{2}{3} & 0 \\
0 & \frac{4}{3}
\end{array}\right], R=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

is given by

$$
u(t)=-K x(t)
$$

where

$$
K=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right]
$$

The closed loop system is asymptotically stable. In real system the state vector $x$ is not available. Instead of $x$ we have $y$-the sensor observation of $x$ which is related to $x$ through the relation

$$
y(t)=L x(t)
$$

where

$$
L=\left[\begin{array}{ll}
l_{1} & 0 \\
0 & l_{2}
\end{array}\right]
$$

The system (0.1) remains stable for control

$$
u(t)=-K y(t)
$$

if $l_{1}>\frac{1}{2}, l_{2}>\frac{1}{2}$. Assume that because of sensor failure there is no feedback from $x_{1}$ i.e $l_{1}=0$, and the system becomes unstable. Taking into account the possibility of failure of the sensors one can propose as a model the following
system

$$
\dot{x}(t)=A x(t)+B(r(t)) u(t)
$$

where the random variable $r(t)$ takes one of four values $1,2,3,4$ and takes value 1 if both sensors work properly, 2 if the first sensor is broken, 3 if the second sensor is broken and 4 if both sensors are broken. The matrices $B(1)$, $B(2), B(3), B(4)$ are as follows

$$
\begin{aligned}
& B(1)=B, B(2)=B\left[\begin{array}{ll}
0 & 0 \\
0 & l_{2}
\end{array}\right] \\
& B(3)=B\left[\begin{array}{ll}
l_{1} & 0 \\
0 & 0
\end{array}\right], B(4)=0
\end{aligned}
$$

Again we are led to a hybrid model with continuous dynamics variables perturbed by random transitions of a regime variable which is discrete.

Further discussion of this kind of applications may be found in the following references [93], [94], [17], [95], [96].

In [98] an application of hybrid models of the similar structure has been proposed to control a solar thermal receiver. In this paper a solar 10 MWe electrical generating system has been described. This system has been build in California desert. A field of movable mirrors is used to focus the sun's energy on a central boiler. One of the most important control loops in the boiler is the steam temperature regulator which controls the feedwater flow rate to maintain the proper outlet steam temperature. The steam temperature regulator has been designed on the basis of a linear dynamic model which evolving from both analytical and empirical studies of the dynamic behavior of a solar-powered central receiver. A difficult problem is posed by the motion of clouds over the heliostats. On a partly cloudy day, the clouds tend to cover the helistats for a time that is quite short when compared to the dominant system time constants. These sudden changes in isolation may be frequent and are essentially unpredictable. The relevant system model, depends on the isolation level, thus changes in a discrete and apparently random fashion. Another anomaly is created by the cloud action. The perturbation variables in the system refer to a set of nominal operating points of the nonlinear equation of the system motion. The system variables are continuous across discontinouities in insolation, while the insolation level changes discretely.

In recent years concern with the safety of air traffic near crowded airports and tragic accidents have prompted research into more sophisticated radar tracking algorithms which could help air controllers monitor incoming and outgoing aircrafts. A specific difficulty appears where there exists a heavy traffic of small highly maneuverable private aircrafts interfering with commercial jet liners.

In a military context, a related problem is the so-called evasive target tracking problem where it is desired to keep track of an object which is maneuvering quickly in an attempt to evade its pursuer. The performance of the tracking system heavily depends on the accuracy and sophistication of the model used to describe the target dynamics.

The first element of the model is based on motion equations, relating variables like horizontal position, heading speed, bank angle or flight path angle. Physic provides a set of differential equations in $R^{n}$, where $n$ is the number of variables we retain.

A well-known problem when multiple targets are to be tracked is associating of radar data to the various tracks, which might be difficult when a clutter of signals in a given region exists. However, another less usual phenomenon is of primary interest here, namely the effects of sudden changes in the acceleration of the target. The trajectory can be divided into several sequences when the aircraft flies with (almost) constant acceleration, bank angle and flight path angle; regimes of flight typically considered are ascending flight after take-off, turning, accelerated flight, uniform cruise motion or descending approach flight. The transitions between these regimes are discrete and depend primarily on the pilot decision which are in turn influenced by weather data, mission controller indications and on-board information such as fuel consumption, etc. or perception of the threat. Depending on the current regime of flight chosen by the pilot, the coefficients of the dynamic model have to be adjusted.

Of course evasive maneuvers are chosen to confuse the pursuer, and are therefore characterized by frequent, large, irregular and seemingly irrational acceleration changes. Figure 0.3 shows a typical realization where sudden acceleration is induced by the occurrence of a point process. From the tracker point of view, these transitions are perceived as random, and a model which makes the least use possible of other a priori information is a hybrid stochastic model with continuous dynamics perturbed by random transitions of a regime variable.

Further discussion of this problem is given in [8]-[10].


Fig. 0.3. Typical acceleration changes
Other important applications of jump systems are presented for example in the following papers: [85] (placement of failure-prone actuators on large space structures), [3], [16], [21] (control of manufacturing systems), [80], [100] (analysis of transient electrical power networks), [62], (economic policy planing). Athans in [7] suggested that this model setting also has the potential to become a basic framework in posing and solving control-related issues in Battle Management Command, Control, and Communications ( $\mathrm{BM} / \mathrm{C}^{3}$ ) systems.

Most of the published results deal with continuous-time systems. This is natural because the process variables are continuous. However modern digital applications require discrete-time models. The purpose of this work is to present a comprehensive treatment of mathematical aspects of controllability, stability, and linear quadratic problem for discrete-time jump linear systems. In fact various topics for continuous and discrete-time systems are covered in parallel. It is often believed that results for continuous-time systems are also valid for discrete time systems, but it is not always true. Discrete-time systems have their own specification, and there exists a number of crucial and profound differences between the continuous and discrete-time systems.

Controllability belongs to this class of problems. The differences will be transparent to the reader throughout the book.

The work is organized as follows: In Chapter 1 we introduce the system and establish basic notation. Several concepts of controllability of jump linear systems and the relations between them are discussed in Chapter 2. Material of this chapter summarizes the author's results published in [27][29]. In Chapter 3 the problems of stability and stabilizability are considered and in Chapter 4 the linear quadratic problem is investigated. The most important results of this chapter are published by the author in [31] and [33]. Next chapter summarizes the investigation of the work. At the end there is an Appendix where some useful notions from Markov chains theory are presented.

I would like to thank warmly my colleagues from Control Theory Unit of the Department of Automatic Control Silesian University of Technology Gliwice for many stimulating discussions, continuous support and encouragement in my research.
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## Chapter 1

## Discrete-time jump linear systems

By discrete-time jump linear system we understand the following system:

$$
\begin{equation*}
x(k+1)=A(r(k)) x(k)+B(r(k)) u(k), \tag{1.1}
\end{equation*}
$$

where $x(k) \in R^{n}$ denotes the process state vector, $k=0,1, \ldots, u(k) \in R^{m}$ is the control input, $r(k)$ is a Markov chain on a probability space $(\Omega, \mathcal{F}, P)$ which takes values in a finite set $S=\{1,2, \ldots, s\}$ with transition probability matrix $P=[p(i, j)]_{i, j \in S}$ and initial distribution $\pi=[p(i)]_{i \in S}$. Furthermore, for $r(k)=i, A_{i}:=A(i)$ and $B_{i}:=B(i)$ are constant matrices of appropriate sizes. Denote by $x\left(k, x_{0}, \pi, u\right)$ the solution of (1.1) under the control $u$, with initial condition $x_{0}$ at time $k=0$ and initial distribution of the Markov chain $\pi$. In the case when the initial distribution is Dirac it takes the form

$$
\begin{equation*}
p\left(i_{0}\right)=1 \text { and } p(i)=0 \text { for } i \neq i_{0} \tag{1.2}
\end{equation*}
$$

for some $i_{0} \in S$, we will denote the solution of (1.1) by $x\left(k, x_{0}, i_{0}, u\right)$. In case of no control $(B(i)=0, i \in S)$ the appropriate solutions will be denoted by $x\left(k, x_{0}, \pi\right)$ and $x\left(k, x_{0}, i_{0}\right)$, respectively. We will consider only deterministic initial condition $x_{0}$. The control $u=(u(0), u(1), \ldots)$ is assumed to be such that $u(k)$ is measurable with respect to the $\sigma$-field generated by $r(0), r(1), \ldots$, $r(k)$. That is, the control is causal. The assumption of causality of the control may be expressed alternatively by stating that the control $u(k)$ is of the form $f_{k}(r(0), r(1), \ldots, r(k))$. It is worth to notice that even if the control is of the form $u(k)=f_{k}(r(k))$ the solution $x\left(k, x_{0}, \pi, u\right)$ is not in general a Markov chain, however the joint process $\left(x\left(k, x_{0}, \pi, u\right), r(k)\right)$, which takes values in $R^{n} \times S$, is a Markov chain for any control of the form $u(k)=f_{k}(r(k))$.

In this formulation the state of the system (1.1) is hybrid. It consists of two parts: $x$ which is continuous and $r$ which is discrete. For example,
in target tracking problem $x$ contains target location variables (position and velocity), and the discrete variable $r$ represents presence of a manoeuvre, target classification (friend or foe), etc. In this example $u$ will represent the tracker platform orientation command.

By $I_{n}$ we denote the identity matrix of size $n$. For a square matrix $A$ we denote by $\rho(A)$ the spectral radius. For a random variable $X$ and a $\sigma$-field $\mathcal{F}_{0}$ we denote by $E X$ the expectation and by $E\left(X \mid \mathcal{F}_{0}\right)$ the conditional expectation. When the $\sigma$-field $\mathcal{F}_{0}$ is generated by certain random variable $Y$ we write $E(X \mid Y)$. Moreover for conditional expectation of the form $E(X \mid r(0))$, where $r(0)$ has distribution $\pi$, we introduce symbol $E_{\pi} X$ and in special case when $\pi$ is a Dirac distribution of the form (1.2) we write $E_{i_{0}} X$. We use similar convention for conditional probability denoted by $P(\cdot \mid A)$, when $A=\left\{r(0)=i_{0}\right\}$ we write $P_{i_{0}}(\cdot)$.

We introduce also the following notation which is used in formulation of controllability results in chapter 2 .

$$
\begin{gathered}
F(k, k)=I_{n \times n} \\
F\left(k, l, i_{k-1}, \ldots, i_{l}\right)=A\left(i_{k-1}\right) A\left(i_{k-2}\right) \ldots A\left(i_{l}\right),
\end{gathered}
$$

for all $k>l \geq 0, i_{k-1}, \ldots, i_{l} \in S$

$$
\begin{gather*}
F(k, l)=A(r(k-1)) A(r(k-2)) \ldots A(r(l)), k>l \geq 0, \\
\bar{F}_{\pi}(k, l)=E_{\pi}(F(k, l) \mid r(l-1)), k>l \geq 1 \\
\bar{F}_{\pi}(k, 0)=E_{\pi} F(k, 0) \\
W_{\pi}(k)=E_{\pi} \sum_{t=0}^{k-1} \bar{F}_{\pi}(k, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}_{\pi}^{\prime}(k, t+1) \tag{1.3}
\end{gather*}
$$

Using this notation we can write the solution of (1.1) in the following form

$$
\begin{equation*}
x\left(k, x_{0}, \pi, u\right)=F(k, 0) x_{0}+\sum_{t=0}^{k-1} F(k, t+1) B(r(t)) u(t) \tag{1.4}
\end{equation*}
$$

or

$$
\begin{gather*}
x\left(k, x_{0}, \pi, u\right)=F(k, 0, r(k-1), \ldots, r(0)) x_{0}+  \tag{1.5}\\
\sum_{t=0}^{k-1} F(k, t+1, r(k-1), \ldots, r(t+1)) B(r(t)) u(t), k \geq 1
\end{gather*}
$$

We also use the following notation

$$
\begin{equation*}
\bar{S}_{\pi}^{(N)}=\left\{i_{0}, \ldots, i_{N-1} \in S: p\left(i_{0}\right) p\left(i_{0}, i_{1}\right) \ldots p\left(i_{N-2}, i_{N-1}\right)>0\right\} \tag{1.6}
\end{equation*}
$$

$\overline{\bar{S}}_{\pi}^{(N)}$ is the number of elements of $\bar{S}_{\pi}^{(N)}$, and in the case when the initial distribution $\pi$ is of the form $p\left(i_{0}\right)=1$, and $p(i)=0$ for $i \neq i_{0}$ we will write $\bar{S}_{i_{0}}^{(N)}$, and $\overline{\bar{s}}_{i 0}^{(N)}$ instead of $\bar{S}_{\pi}^{(N)}$, and $\overline{\bar{s}}_{\pi}^{(N)}$, respectively. It will be convenient to have the elements of $\bar{S}_{i 0}^{(N)}$ ordered in a sequence. In that purpose let order the elements of the set

$$
S^{N}=\left\{\left(i_{0}, \ldots, i_{N-1}\right): i_{0}, \ldots, i_{N-1} \in S\right\}
$$

as follows

$$
\begin{gathered}
\left(i_{0}, 1,1, \ldots, 1,1\right),\left(i_{0}, 1,1, \ldots, 1,2\right), \ldots,\left(i_{0}, 1,1, \ldots, 1, s\right), \ldots \\
\left(i_{0}, 1,1, \ldots, 2,1\right),\left(i_{0}, 1,1, \ldots, 2,2\right), \ldots,\left(i_{0}, 1,1, \ldots, 2, s\right), \ldots \\
\left(i_{0}, s, s, \ldots, s, 1\right),\left(i_{0}, s, s, \ldots, s, 2\right), \ldots,\left(i_{0}, s, s, \ldots, s, s\right)
\end{gathered}
$$

Withdraw all the elements $\left(i_{0}, \ldots, i_{N-1}\right)$ such that

$$
p\left(i_{0}, i_{1}\right) \ldots p\left(i_{N-2}, i_{N-1}\right)=0
$$

The sequence of all elements of $\bar{S}_{i_{0}}^{(N)}$ obtained in this way is called the natural order in the set $\bar{S}_{i_{0}}^{(N)}$ and it is denoted by $\tilde{S}_{i_{0}}^{(N)}$. Fix a number $N>0$ and a sequence ( $i_{0}, i_{1}, \ldots, i_{N-1}$ ) of elements of $S$. Consider a matrix column blocks which are numbered successively by sequences: $i_{0}, \widetilde{S}_{i_{0}}^{(2)}, \ldots, \tilde{S}_{i_{0}}^{(N)}$ and the block $\left(i_{0}, i_{1}, \ldots, i_{k}\right), k=0,1, \ldots, N-1$ is given by

$$
F\left(N, k, i_{N-1}, \ldots, i_{k}\right) B_{i_{k}}
$$

and the others are equal to 0 . Denote the matrix obtained in this way by $C\left(i_{0}, i_{1}, \ldots, i_{N-1}\right)$ and by $G\left(i_{0}\right)$-the matrix consisting of all $C\left(i_{0}, i_{1}, \ldots, i_{N-1}\right)$ (as row blocks numbered by $\widetilde{S}_{i_{0}}^{(N)}$ ) for $\left(i_{0}, i_{1}, \ldots, i_{N-1}\right) \in \bar{S}_{i_{0}}^{(N)}$. Moreover by $H\left(i_{0}\right) \in R^{n \bar{s}_{i_{0}}^{(N)} \times m}$ let denote a matrix row blocks of which are numbered by the sequence $\tilde{S}_{\pi}^{(N)}$, the block $\left(i_{0}, i_{1}, \ldots, i_{N-1}\right)$, is given by $F\left(N, 0, i_{N-1}, \ldots, i_{0}\right)$. For example in the case when $S=\{1,2\}, N=3$ and $p(i, j)>0$ for all $i, j \in S$ and $p(1)=1$, we have

$$
G(1)=\left[\begin{array}{l}
C(1,1,1) \\
C(1,1,2) \\
C(1,2,1) \\
C(1,2,2)
\end{array}\right]=
$$

|  |  |  |  | $(1,1)$ |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $(1)$ | $(1,1)$ | $(1,2)$ | $(1,1)$ | $(1,1,2)$ | $(1,2,1)$ | $(1,2,2)$ |
| $\left[A_{1}^{2} B_{1}\right.$ | $A_{1} B_{1}$ | 0 | $B_{1}$ | 0 | 0 | $0]$ |
| $\left[A_{2} A_{1} B_{1}\right.$ | $A_{2} B_{1}$ | 0 | 0 | $B_{2}$ | 0 | $0]$ |
| $\left[A_{1} A_{2} B_{1}\right.$ | 0 | $A_{1} B_{2}$ | 0 | 0 | $B_{1}$ | $0]$ |
| $\left[A_{2}^{2} B_{1}\right.$ | 0 | $A_{2} B_{2}$ | 0 | 0 | 0 | $\left.B_{2}\right]$ |

and

$$
H(1)=\left[\begin{array}{l}
A_{1}^{3} \\
A_{2} A_{1}^{2} \\
A_{1} A_{2} A_{1} \\
A_{2}^{2} A_{1}
\end{array}\right]
$$

Moreover let $f_{1}^{(k)}, \ldots, f_{\pi}^{(k)} \in R^{n k}$ denote the vectors defined by

$$
\left.f_{l}=\left[\begin{array}{c}
e_{l} \\
e_{l} \\
\vdots \\
e_{l}
\end{array}\right]\right\} k \text {-times } e_{l}, l=1, \ldots, n
$$

where $e_{1}, \ldots, e_{n}$ is the standard base in $R^{n}$. Let us denote

$$
\mathcal{A}_{i_{0}}^{(\delta)}=\left\{X \subset \bar{S}_{i_{0}}^{(N)}: P_{i_{0}}\left(\left(i_{0}, r(1), \ldots, r(N-1)\right) \in X\right) \geq \delta\right\}
$$

and by $\overline{\bar{x}}$ denote the number of elements of $X \in \mathcal{A}_{i_{0}}^{(\delta)}$. For each $X \in \mathcal{A}_{i_{0}}^{(\delta)}$ let $G_{X}\left(i_{0}\right)$ be the submatrix of $G\left(i_{0}\right)$ that consists of the blocks $C(\alpha)$ for $\alpha \in X$ and for $\beta \in \bar{S}_{i_{0}}^{(N)}$

$$
\begin{equation*}
A_{\beta}=\{\omega \in \Omega:(r(0), r(1), \ldots, r(N-1))=\beta\} \tag{1.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{0}\left(i_{0}\right)=\min \left\{P_{i_{0}}\left(A_{\beta}\right): \beta \in \bar{S}_{i_{0}}^{(N)}\right\} \tag{1.8}
\end{equation*}
$$

With each $\alpha \in \bar{S}_{\pi}^{(N)}, \alpha=\left(i_{0}, \ldots, i_{N-1}\right)$ we associate a deterministic timevarying system

$$
\begin{equation*}
x(k+1)=\bar{A}(k) x(k)+\bar{B}(k) u(k), N-1 \geq k \geq 0 \tag{1.9}
\end{equation*}
$$

where

$$
(\bar{A}(k), \bar{B}(k))=\left(A\left(i_{k}\right), B\left(i_{k}\right)\right), N-1 \geq k \geq 0
$$

and we call it a deterministic system which corresponds to $\alpha$.

## Chapter 2

## Controllability

Since the early work on state-space approaches to control systems analysis, it was recognized that certain nondegeneracy assumption were useful, in particular in the context of optimal control. However, it was until Kalman's work [63] that the property of controllability was isolated as of interest in and of itself, as it characterizes the degrees of freedom available when attempting to control a system.

The study of controllability for linear systems has spanned a great number of research directions, and topics such as testing degrees of controllability, and their numerical analysis aspects, are still a subject of intensive research.

The idea of controllability of jump linear systems has been already discussed in the following papers [27], [28], [29], [58], [66], in discrete time case and in [34], [82], [60], in continuous time case. The origin of idea of controllability discussed in the papers [66], [82], [60], namely the idea of $\varepsilon$-controllability with probability $\delta$ comes from papers [40], [65], [102] where general stochastic systems have been considered. In [58] the authors discussed the original idea of reaching given target in random time, and under different assumptions on the time they obtain different types of controllability. In fact they appear to be equivalent (see section 2.4). The problem of reaching target in the fixed time is disused in [27], [28], where in the first paper the target is a given value of expectation of the state and in the second one a vector. In this chapter we propose certain new ideas of controllability and we make a comparison with the existing ones.

This chapter is organized as follows. In Section 2.1 we study the weakest of the concepts of controllability for jump linear system namely the problem of controllability of the expectation of the final state (controllability with respect to the expectation). The main result of this section, Theorem 1 gives a necessary and sufficient condition for this type of controllability. Most of the results are from [27]. In the next section our attention is focussed on the
possibility of reaching any deterministic target value from given deterministic initial condition in given time with prescribed probability (stochastic controllability with probability $\delta$ ). We have also investigated several variations of this problem such as: the case when the target or initial condition are zero (so called controllability to zero or from zero), and the case when we want to achieve only certain neighborhood of the target. Section 2.3 is devoted to the special case of stochastic controllability with probability $\delta$ namely to the case $\delta=1$. Most of the analysis tools presented here were taken from [28]. Whereas in Sections 2.1, 2.2 and 2.3 the control horizon is fixed, in Section 2.4 we consider the concepts of controllability when the time of achieving the target value can be a random variable. The results of this section are partially published in [29]. Finally in Section 2.5 the relationships between the introduced types of controllability are explained as well as the comparison with existing results is made.

### 2.1 Controllability with respect to expectation

In this chapter we propose a definition of controllability indicating the possibility of reachability of any given value of the expectation of the final state in given time.

We start from the following theorem:
Theorem 1 For a fixed initial distribution $\pi$ of the Markov chain the following conditions are equivalent

1. Matrix $W_{\pi}(N)$ is invertible (definition of $W_{\pi}(N)$ is given by (1.3)).
2. For all $x_{1} \in R^{n}$ there exists a control $u$ such that

$$
\begin{equation*}
E_{\pi} x(N, 0, \pi, u)=x_{1} \tag{2.1}
\end{equation*}
$$

3. For all $x_{0}, x_{1} \in R^{n}$ there exists a control $u$ such that

$$
\begin{equation*}
E_{\pi} x\left(N, x_{0}, \pi, u\right)=x_{1} \tag{2.2}
\end{equation*}
$$

Proof. $(1 \Rightarrow 2)$ Assume that the matrix $W_{\pi}(N)$ is invertible. Fix the target vector $x_{1} \in R^{n}$ and consider the control in the following form

$$
\begin{equation*}
u(k)=B^{\prime}(r(k)) \bar{F}_{\pi}^{\prime}(N, k+1) W_{\pi}^{-1}(N) x_{1} \tag{2.3}
\end{equation*}
$$

This control is causal and using (1.4) the solution of (1.1) can be expressed as

$$
E_{\pi} x(N, 0, u)=
$$

$$
E_{\pi} \sum_{t=0}^{N-1} F(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) W_{\pi}^{-1}(N) x_{1}=
$$

$$
E_{\pi} \sum_{t=0}^{N-1} E\left(F(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) W_{\pi}^{-1}(N) x_{1} \mid r(t)\right)=
$$

$$
E_{\pi} \sum_{t=0}^{N-1} E(F(N, t+1) \mid r(t)) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) W_{\pi}^{-1}(N) x_{1}=
$$

$$
\begin{equation*}
\left(E_{\pi} \sum_{t=0}^{N-1} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1)\right) W_{\pi}^{-1}(N) x_{1}=x_{1} \tag{2.4}
\end{equation*}
$$

where the following properties of conditional expectation were used

$$
\begin{equation*}
E(E(\xi \mid \eta))=E \xi, E(\xi f(\eta) \mid \eta)=E(\xi \mid \eta) f(\eta) \tag{2.5}
\end{equation*}
$$

The equality (2.4) shows that the control given by (2.3) is such that (2.1) is satisfied.
$(2 \Rightarrow 3)$ Suppose that $(2.1)$ is satisfied. Fix $x_{0}, x_{1} \in R^{n}$ and let $u$ be such a control that

$$
E_{\pi} x(N, 0, \pi, u)=x_{1}-E_{\pi} F(N, 0) x_{0}
$$

by (1.4) it is equivalent to

$$
x_{1}-E_{\pi} F(N, 0) x_{0}=E_{\pi} \sum_{t=0}^{N-1} F(N, t+1) B(r(t)) u(t)
$$

and consequently

$$
\begin{gathered}
x_{1}=E_{\pi}\left(F(N, 0) x_{0}+\sum_{t=0}^{N-1} F(N, t+1) B(r(t)) u(t)\right) \\
=E_{\pi} x\left(N, x_{0}, \pi, u\right)
\end{gathered}
$$

The last equality shows that (2.2) is satisfied.
$(3 \Rightarrow 1)$ For the purpose of getting contradiction suppose that 3 is satisfied but there exists nonzero vector $g \in R^{n}$ such that

$$
\begin{equation*}
g^{\prime} W(N) g=0 \tag{2.6}
\end{equation*}
$$

Using the definition of $W(N)$ we have

$$
\begin{gathered}
g^{\prime} W(N) g=g^{\prime}\left(E \sum_{t=0}^{N-1} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1)\right) g= \\
\sum_{t=0}^{N-1} E\left(g^{\prime} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) g\right)= \\
\sum_{t=0}^{N-1} E\left\|B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) g\right\|^{2} .
\end{gathered}
$$

The last equality together with (2.6) implies that

$$
E\left\|B^{\prime}(r(t)) \bar{F}^{\prime}(k, t+1) g\right\|^{2}=0, t=0, \ldots, N-1
$$

and consequently

$$
\begin{equation*}
P\left(B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) g=0\right)=1, t=0, \ldots, N-1 . \tag{2.7}
\end{equation*}
$$

By (2.2) there exists a causal control $u(k), k=0, \ldots, N-1$ such that

$$
\begin{gathered}
g=E \sum_{t=0}^{N-1} F(N, t+1) B(r(t)) u(t)= \\
E \sum_{t=0}^{N-1} \bar{F}(N, t+1) B(r(t)) u(t) .
\end{gathered}
$$

To obtain the last equality property (2.5) and causality of control law has been used. This together with (2.7) implies

$$
\begin{gathered}
g^{\prime} g=g^{\prime} E \sum_{t=0}^{N-1} \bar{F}(N, t+1) B(r(t)) u(t)= \\
E \sum_{t=0}^{N-1} g^{\prime} \bar{F}(N, t+1) B(r(t)) u(t)=0
\end{gathered}
$$

and consequently $g=0$. This contradicts the assumption that $g \neq 0$.
Definition 1 If one of the conditions $1-3$ of Theorem 1 is satisfied then we call the system (1.1) $\pi$-controllable with respect to the expectation at time $N(\pi-C W R E$ at time $N)$. If the system (1.1) is $\pi-C W R E$ at time $N$ for each initial distribution then we say that it is controllable with respect to the expectation at time $N$ (CWRE at time $N$ ).

Theorem 1 gives the necessary and sufficient conditions for $\pi$-CWRE at time $N$, moreover the proof is constructive in the sense that the control which governs the expectation to the desired value is explicitly given but the disadvantage is that the condition is difficult to check. A sufficient condition easier to check but non constructive in the sense that it does not give the control is presented now.
Corollary 1 If there exists a sequence $\left(i_{0}, \ldots, i_{N-1}\right) \in \bar{S}_{\pi}^{(N)}$ such that

$$
\operatorname{rank}\left[\begin{array}{lll}
B_{i_{N-1}} & A_{i_{N-1}} B_{i_{N-2}} \cdots \prod_{j=1}^{N-1} A_{i_{j}} B_{i_{0}} \tag{2.8}
\end{array}\right]=n
$$

then the system is $\pi-C W R E$ at time $N .\left(A_{i}=A(i), B_{i}=B(i)\right)$.
Proof. We have the following property of the integral

$$
\begin{equation*}
E \xi \geq \int_{A} \xi(\omega) P(d \omega) \tag{2.9}
\end{equation*}
$$

for any nonnegative random variable $\xi$ and any measurable set $A$. Let consider (2.9) with $A=A_{\alpha}$ (see, (1.7) for definition of $A_{\alpha}$ ). Then by the definition of $W_{\pi}(N)$ and (2.9) we have

$$
\left.\left.\begin{array}{c}
W(N)=E \sum_{t=0}^{k-1} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1)= \\
\sum_{t=0}^{k-1} \int_{\Omega} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) P(d \omega) \geq \\
\sum_{t=0}^{k-1} \int_{A_{\alpha}} \bar{F}(N, t+1) B(r(t)) B^{\prime}(r(t)) \bar{F}^{\prime}(N, t+1) P(d \omega)= \\
{\left[\begin{array}{lll}
B_{i_{N-1}} & A_{i_{N-1}} B_{i_{N-2}} & \ldots
\end{array} \prod_{j=1}^{N-1} A_{i_{j}} B_{i_{0}}\right.}
\end{array}\right] \times x . \begin{array}{lll}
B_{i_{N-1}} & A_{i_{N-1}} B_{i_{N-2}} \ldots & \prod_{j=1}^{N-1} A_{i_{j}} B_{i_{0}}
\end{array}\right]^{\prime} .
$$

The last inequality together with the assumption (2.8) implies that $W_{\pi}(N)$ is invertible and the Corollary follows from point 1 of Theorem 1.

The next example shows that deterministic controllability of each pair $\left(A_{i}, B_{i}\right)$ is not a necessary condition for system (1.1) to be CWRE at time $N$.

Example 1 Consider system (1.1) with a two-state form structure. Let $p(1)=p(2)=0.5, p(1,1)=p(2,2)=p(2,1)=p(1,2)=0.5$, and

$$
A_{1}=\left[\begin{array}{ll}
0 & 2 \\
1 & 1
\end{array}\right], A_{2}=\left[\begin{array}{ll}
2 & 1 \\
1 & 0
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
0 \\
0
\end{array}\right]
$$

If we put $i_{0}=i_{1}=\ldots=i_{N-1}=1$ for $N \geq 2$, then we have

$$
p\left(i_{0}\right) p\left(i_{0}, i_{1}\right) p\left(i_{1}, i_{2}\right) \ldots p\left(i_{N-2}, i_{N-1}\right)=(0.5)^{N}
$$

and

$$
\operatorname{rank}\left[B_{i_{N-1}} \mid A_{i_{N-1}} B_{i_{N-2}} \ldots \prod_{j=1}^{N-1} A_{i_{j}} B_{i_{0}}\right]=2
$$

By Corollary 1, we conclude that the system is CWRE at time $N$ for each
$N \geq 2$. $N \geq 2$.

## Theorem 2 The following conditions are equivalent

1. Matrix $W_{\pi}(N)$ is invertible (definition of $W_{\pi}(N)$ is given by (1.3)) for
each initial distribution $\pi$. each initial distribution $\pi$.
2. For all $x_{1} \in R^{n}$ and all initial distribution $\pi$ there exists a control sequence $u(k), k=0, \ldots, N-1$ such that

$$
\begin{equation*}
E_{\pi} x(N, 0, \pi, u)=x_{1} . \tag{2.10}
\end{equation*}
$$

3. For all $x_{0}, x_{1} \in R^{n}$ and all initial distributions $\pi$ there exists a control sequence $u(k), k=0, \ldots, N-1$ such that

$$
\begin{equation*}
E_{\pi} x\left(N, x_{0}, \pi, u\right)=x_{1} \tag{2.11}
\end{equation*}
$$

4. For all $x_{0}, x_{1} \in R^{n}$ and all $i_{0} \in S$ there exists a control sequence $u(k)$,
$k=0, \ldots, N-1$ such that $k=0, \ldots, N-1$ such that

$$
\begin{equation*}
E_{r(0)=i_{0}} x\left(N, x_{0}, i_{0}, u\right)=x_{1} . \tag{2.12}
\end{equation*}
$$

5. For all $x_{1} \in R^{n}$ and all $i_{0} \in S$ there exists a control sequence $u(k)$, $k=0, \ldots, N-1$ such that

$$
\begin{equation*}
E_{\tau(0)=i_{0}} x\left(N, 0, i_{0}, u\right)=x_{1} . \tag{2.13}
\end{equation*}
$$

6. Matrix $W_{r(0)=i_{0}}(N)$ is invertible for all $i_{0} \in S$.

Proof. The equivalence of the conditions 1-3 follows from Theorem 1. The equivalence of conditions $4-6$ may be established in the same way as the equivalence of conditions 1-3 in proof of Theorem 1. Moreover implication $(1 \Rightarrow 6)$ is straightforward. Therefore to complete the proof it is enough to show that $(6 \Rightarrow 1)$. For this purpose fix initial distribution $\pi$ and choose the element $i_{0}$ of $S$ such that $p\left(i_{0}\right)>0$. By the theorem of total probability we have

$$
W_{\pi}(N)=\sum_{i \in S} W_{r(0)=i}(N) p(i) \geq W_{r(0)=i_{0}}(N) p\left(i_{0}\right) .
$$

To obtain the last inequality the fact that matrices $W_{i}$ are nonnegative definite for all $i \in S$ has been used. This inequality implies that $W_{\pi}(N)$ is positively definite because $W_{i_{0}}(N)$ has such a property and $p\left(i_{0}\right)>0$.

The next example shows that deterministic controllability of each pair $\left(A_{i}, B_{i}\right)$ is not a sufficient condition for $\pi-$ CWRE at time $N$. We have already shown (Example 1) that deterministic controllability of each pair $\left(A_{i}, B_{i}\right)$ is not a necessary condition for $\pi-$ CWRE at time $N$. However, Corollary 1 guarantees that controllability of at least one deterministic system corresponding to $\alpha \in \bar{S}_{\pi}^{(N)}$ is a sufficient condition for $\pi-$ CWRE at time $N$ but it is not a necessary condition. It is possible (see, Example 3) that the deterministic system that corresponds to each $\alpha \in \bar{S}_{\pi}^{(N)}$ is not controllable in the deterministic sense and the system is $\pi$-CWRE at time $N$.

Example 2 Consider system (1.1) with a two-state form structure. Let $p(1)=1, p(2)=0, p(1,1)=p(2,2)=0, p(2,1)=p(1,2)=1$, and

$$
A_{1}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right]
$$

To test $\pi-C W R E$ at time $N$ observe that $\bar{F}(N, l)$ is in this case a constant random variable and

$$
\begin{gathered}
E \bar{F}(N, l) B(r(l)) B^{\prime}(r(l))= \\
\bar{F}(N, l) E\left(B(r(l)) B^{\prime}(r(l))\right)=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] .
\end{gathered}
$$

Consequently $W_{\pi}(N)=0$ and the system is not $\pi-$ CWRE at time $N$ for each $N$ though each pair $\left(A_{i}, B_{i}\right), i=1,2$ is controllable, and consequently it is not CWRE at time $N$ for each $N$.

Example 3 Consider system (1.1) with a two-state form structure. Let $p(1)=1, p(2)=0, p(1,1)=p(2,2)=p(2,1)=p(1,2)=0.5$, and

$$
A_{1}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], A_{2}=\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
1 \\
1
\end{array}\right]
$$

Then $\bar{S}_{\pi}^{(2)}=\{(1,1),(1,2)\}$ and neither the deterministic system that corresponds to the element $(1,1)$ nor the one which corresponds to the element $(1,2)$ is controllable in the deterministic sense. However,

$$
W_{\pi}(2)=\left[\begin{array}{ll}
1 & 1 \\
1 & 3
\end{array}\right]>0
$$

and this system is $\pi-C W R E$ at time 2.

### 2.2 Stochastic Controllability

In this paragraph we examine a concept of controllability idea of which is to steer any deterministic initial condition to a given deterministic target value at given time with prescribed probability. We have the following definition:

Definition 2 We say that system (1.1) is stochastically controllable with probability $\delta$ at time $N(S C W P \delta$ at time $N)$ if, for all $x_{0}, x_{1} \in R^{n}$ there exists a control $u$ such that

$$
\begin{equation*}
P_{\pi}\left(x\left(N, x_{0}, \pi, u\right)=x_{1}\right) \geq \delta \tag{2.14}
\end{equation*}
$$

Analogically, we say that system (1.1) is SCWP $\delta$ at time $N$ to zero (from zero) if, for all $x_{0} \in R^{n}\left(x_{1} \in R^{n}\right)$ there exists a control $u$ such that

$$
\begin{equation*}
P_{\pi}\left(x\left(N, x_{0}, \pi, u\right)=0\right) \geq \delta \quad\left(P_{\pi}(x(N, 0, \pi, u)=0) \geq \delta\right) \tag{2.15}
\end{equation*}
$$

In the case when $\delta=1$ we say that system (1.1) is directly controllable ( $D C$ ) at time $N$ ( $D C$ at time $N$ to zero, $D C$ at time $N$ from zero).

The next theorem reduces problems of SCWP $\delta$ at time $N$ and DC at time $N$ for system (1.1) with initial distribution of the Markov chain $\pi$, to problems of SCWP $\delta$ at time $N$ and DC at time $N$ for system (1.1) with Dirac initial distribution.

Theorem 3 Suppose that for each $i \in S$ system (1.1) with $P(r(0)=i)=1$ is $S C W P \delta(i)$ at time $N(S C W P \delta(i)$ at time $N$ to zero, $S C W P \delta(i)$ at time
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$N$ from zero) then for initial distribution $\pi$ of the form $P(r(0)=i)=p(i)$, $i \in S$ it is $S C W P \delta$ at time $N$ (SCWP $\delta$ at time $N$ to zero, $S C W P \delta$ at time $N$ from zero), where

$$
\delta=\sum_{i \in S} p(i) \delta(i)
$$

Moreover system (1.1) is DC at time $N$ ( $D C$ at time $N$ to zero, $D C$ time $N$ from zero) for all initial distributions $\pi$ if and only if it is $D C$ at time $N$ ( $D C$ at time $N$ to zero, $D C$ time $N$ from zero) for all Dirac initial distributions.
Proof. The proof is a straightforward consequence of the theorem of total probability and we will show only the part about SCWP $\delta$ at time $N$. Fix $x_{0}, x_{1} \in R^{n}$. For each $i \in \bar{S}_{\pi}^{(1)}$ let

$$
u^{(i)}=\left(u^{(i)}(0), u^{(i)}(1), \ldots u^{(i)}(N-1)\right)
$$

be such a control that $u^{(i)}(k)$ is of the form $f_{k}(i, r(1), \ldots, r(k))$ and

$$
\begin{equation*}
P\left(x\left(N, x_{0}, i, u^{(i)}\right)=x_{1} \mid r(0)=i\right) \geq \delta(i) \tag{2.16}
\end{equation*}
$$

Let define a new control $u=(u(0), u(1), \ldots u(N-1))$ by

$$
u(k)=f_{k}(r(0), r(1), \ldots, r(k))
$$

Then from the theorem of total probability and (2.16) we have

$$
\begin{gathered}
P\left(\left\|x\left(N, x_{0}, \pi, u\right)-x_{1}\right\|>0\right)= \\
\sum_{i \in \bar{S}_{\pi}^{(1)}} P\left(\left\|x\left(N, x_{0}, \pi, u^{(i)}\right)-x_{1}\right\|>0 \mid r(0)=i\right) p(i) \geq \sum_{i \in S} p(i) \delta(i)
\end{gathered}
$$

The last inequality completes the proof. Following the same line of reasoning the remaining part of the Theorem may be proved.

Having in mind the previous result we may restrict our considerations to system (1.1) with initial distribution of the Markov chain being a Dirac one, without losing generality and in the remainder of the section it is assumed that the distribution is of the form: $P\left(r(0)=i_{0}\right)=1$.

The next theorem contains necessary and sufficient conditions for SCWP $\delta$ at time $N$ as well as SCWP $\delta$ at time $N$ from zero and to zero.
Theorem 4 System (1.1) is SCWP $\delta$ at time $N$ from zero if and only if there exists $X \in \mathcal{A}_{i_{0}}^{(\delta)}$ such that

$$
\begin{equation*}
\operatorname{rank} G_{X}\left(i_{0}\right)=\operatorname{rank}\left[G_{X}\left(i_{0}\right) \quad f_{l}^{(\overline{\bar{x}})}\right], \text { for all } l=1, \ldots, n \tag{2.17}
\end{equation*}
$$

System (1.1) is SCWP $\delta$ at time $N$ to zero if and only if there exists $X \in \mathcal{A}_{i_{0}}^{(\delta)}$ such that

$$
\begin{equation*}
\operatorname{Im} H_{X}\left(i_{0}\right) \subset \operatorname{Im} G_{X}\left(i_{0}\right) \tag{2.18}
\end{equation*}
$$

and it is $S C W P \delta$ at time $N$ if and only if there exists $X \in \mathcal{A}_{i_{0}}^{(\delta)}$ such that

$$
\begin{equation*}
\operatorname{rank} G_{X}\left(i_{0}\right)=\operatorname{rank}\left[G_{X}\left(i_{0}\right) \quad f_{l}^{(\bar{x})}\right], \text { for all } l=1, \ldots, n \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} H_{X}\left(i_{0}\right) \subset \operatorname{Im} G_{X}\left(i_{0}\right) \tag{2.20}
\end{equation*}
$$

Before entering the formal proof let us briefly discuss the main idea. Since the set $\bar{S}_{i_{0}}^{(N)}$ - of all possible sample paths of the Markov chain at time $N$ is finite, therefore the family $\mathcal{A}_{i_{0}}^{(\delta)}$ consisting of all subsets of sample paths with probability of being taken greater or equal $\delta$ is finite too. Therefore the question about SCWP $\delta$ at time $N$ can be reformulated, similarly as for deterministic system, as a question about existence of a solution of a finite set of linear equations. Nevertheless now we must take into account the constrain that control $u(k)$ at time $k$ may depend only on the variables $r(0), \ldots r(k)$ and should be independent of $r(k+1), \ldots, r(N)$. In the proof we obtain this by the proper definition of matrices $G_{X}\left(i_{0}\right)$ and $H_{X}\left(i_{0}\right)$.
Proof. Suppose that system (1.1) is SCWP $\delta$ at time $N$ from zero. Then for each $y \in R^{n}$ there exists a control sequence $u(0), \ldots, u(N-1)$ such that

$$
u(k)=g_{k}\left(i_{0}, r(1), \ldots, r(k)\right), k=0, \ldots, N-1
$$

and

$$
\begin{equation*}
P_{i_{0}}\left(x\left(N, 0, i_{0}, u\right)=y\right) \geq \delta \tag{2.21}
\end{equation*}
$$

where $g_{k}$ is a function from $\bar{S}_{i_{0}}^{(k)}$ to $R^{m}, k=0, \ldots, N-1$. Let us define

$$
\mathcal{B}(y)=\left\{\omega \in \Omega: x\left(N, 0, i_{0}, u\right)=y\right\}
$$

and

$$
X(y)=\left\{\left(i_{0}, r(1), \ldots, r(N-1)\right) \in \bar{S}_{i_{0}}^{(N)}: \omega \in \mathcal{B}(y)\right\}
$$

then $X(y) \in \mathcal{A}_{i_{0}}^{(\delta)}$ and for $\left(i_{0}, \ldots, i_{N-1}\right) \in X(y)$ the following holds

$$
\sum_{t=0}^{N-1} F\left(N, t+1, i_{N-1}, \ldots, i_{t+1}\right) B\left(i_{t}\right) g_{t}\left(i_{0}, \ldots, i_{t}\right)=y
$$

It means that the system of equations

$$
\begin{equation*}
G_{X(y)}\left(i_{0}\right) v=z \tag{2.22}
\end{equation*}
$$

2.2. STOCHASTIC CONTROLLABILITY
where

$$
\left.z=\left[\begin{array}{c}
t \\
\vdots \\
t
\end{array}\right]\right\} \overline{\bar{x}}(y) \text { times }
$$

has a solution for $t=y$. Denote by $V(X(y))$ the subspace of all $t \in R^{n}$ such that the system of equations (2.22) has a solution. From SCWP $\delta$ at time $N$ from zero we obtain that

$$
\begin{equation*}
\bigcup_{y \in R^{n}} V(X(y))=R^{n} \tag{2.23}
\end{equation*}
$$

Since the set $\mathcal{A}_{i_{0}}^{(\delta)}$ is finite, then consequently

$$
\left\{X(y): y \in R^{n}\right\}
$$

and

$$
\left\{V(X(y)): y \in R^{n}\right\}
$$

are finite as well. Then (2.23) implies that $R^{n}$ is a union of finite number of linear subspaces, but it is possible if and only if one of them is the whole $R^{n}$. Therefore there exists $y_{0} \in R^{n}$ such that $V\left(X\left(y_{0}\right)\right)=R^{n}$. This clearly forces that the system of equations

$$
G_{X\left(y_{0}\right)}\left(i_{0}\right) v=z
$$

where

$$
\left.z=\left[\begin{array}{c}
t \\
\vdots \\
t
\end{array}\right]\right\} \overline{\bar{x}} \text { times }
$$

has a solution for each $t \in R^{n}$. Since vectors $f_{l}^{\left(\overline{\bar{x}}\left(y_{0}\right)\right)}, l=1, \ldots, n$ form a base of the space

$$
\left\{\left[\begin{array}{c}
t \\
\vdots \\
t
\end{array}\right] \in R^{n \overline{\bar{x}}\left(y_{0}\right)}: t \in R^{n}\right\}
$$

Kronecker Capeli Theorem (see e.g.[14]) implies that (2.17) holds with $X=$ $X\left(y_{0}\right)$.

Suppose now that (2.17) holds for some $X \in \mathcal{A}_{i_{0}}^{(\delta)}$. Again by Kronecker Capeli Theorem the set of equations

$$
G_{X}\left(i_{0}\right) v=z
$$

where

$$
\left.z=\left[\begin{array}{c}
y \\
\vdots \\
y
\end{array}\right]\right\} \overline{\bar{x}} \text { times }
$$

has a solution for each $y \in R^{n}$. This fact implies that for each $y \in R^{n}$ and each $\left(i_{0}, \ldots, i_{N-1}\right) \in X$ there exists a sequence $g_{k}\left(i_{0}, \ldots, i_{k}\right), k=0, \ldots, N-1$ such that

$$
\sum_{t=0}^{N-1} F\left(N, t+1, i_{N-1}, \ldots, i_{t+1}\right) B\left(i_{t}\right) g_{t}\left(i_{0}, \ldots, i_{t}\right)=y
$$

If we define the control

$$
u(k)= \begin{cases}g_{k}\left(i_{0}, r(1) \ldots, r(k)\right) & \text { if }\left(i_{0}, r(1) \ldots, r(k)\right) \in X_{k} \\ 0 & \text { if }\left(i_{0}, r(1) \ldots, r(k)\right) \notin X_{k}\end{cases}
$$

where

$$
X_{k}=\left\{\left(i_{0}, \ldots, i_{k}\right):\left(i_{0}, \ldots, i_{k}, i_{k+1}, \ldots, i_{N-1}\right) \in X \text { for some } i_{k+1}, \ldots, i_{N-1} \in S\right\}
$$

then

$$
P_{i_{0}}\left(x\left(N, 0, i_{0}, u\right)=y\right) \geq \delta
$$

since $X \in \mathcal{A}_{i 0}^{(\delta)}$. Consequently system (1.1) is SCWP $\delta$ at time $N$ from zero.
Suppose that Suppose that the system (1.1) is SCWP $\delta$ at time $N$ to zero. Then for each $y \in R^{n}$ there exists a control sequence $u(0), \ldots, u(N-1)$ such that

$$
u(k)=g_{k}\left(i_{0}, r(1), \ldots, r(k)\right), k=0, \ldots, N-1
$$

and

$$
\begin{equation*}
P_{i_{0}}\left(x\left(N, y, i_{0}, u\right)=0\right) \geq \delta \tag{2.24}
\end{equation*}
$$

where $g_{k}$ is a function from $\bar{S}_{i_{0}}^{(k)}$ to $R^{m}, k=0, \ldots, N-1$. Let us define

$$
\mathcal{B}(y):=\left\{\omega \in \Omega: x\left(N, y, i_{0}, u\right)=0\right\}
$$

and

$$
X(y)=\left\{\left(i_{0}, r(1), \ldots, r(N-1)\right): \omega \in \mathcal{B}(y)\right\}
$$

then $X(y) \in \mathcal{A}_{i_{0}}^{(\delta)}$ and according to (1.5) for $\left(i_{0}, \ldots, i_{N-1}\right) \in X$ the following
holds

$$
\sum_{t=0}^{N-1} F\left(N, t+1, i_{N-1}, \ldots, i_{t+1}\right) B\left(i_{t}\right) g_{t}\left(i_{0}, \ldots, i_{t}\right)=-F\left(N, 0, i_{N-1}, \ldots, i_{0}\right) y
$$

The last implies that

$$
-H_{X(y)}\left(i_{0}\right) y \in \operatorname{Im} G_{X(y)}\left(i_{0}\right)
$$

Let us denote by $V(X(y))$ the linear subspace of all $t \in R^{n}$ such that

$$
H_{X(y)}\left(i_{0}\right) t \in \operatorname{Im} G_{X(y)}\left(i_{0}\right)
$$

From the SCWP $\delta$ at time $N$ to zero we know that

$$
\bigcup_{y \in R^{n}} V(X(y))=R^{n}
$$

Following the line of reasoning after (2.23) we conclude that there exists $y_{0} \in R^{n}$ such that $V\left(X\left(y_{0}\right)\right)=R^{n}$ and (2.18) holds with $X=X\left(y_{0}\right)$. Assume now that the condition (2.18) holds for some $X \in \mathcal{A}_{i_{0}}^{(\delta)}$. This means that for each $x_{0} \in R^{n}$ there exists $v$ such that

$$
-H_{X}\left(i_{0}\right) x_{0}=G_{X}\left(i_{0}\right) v
$$

This in turn implies that for each $\left(i_{0}, \ldots, i_{N-1}\right) \in X$ there exists a sequence $g_{k}\left(i_{0}, \ldots, i_{k}\right), k=0, \ldots, N-1$ such that

$$
\begin{gathered}
\sum_{t=0}^{N-1} F\left(N, t+1, i_{N-1}, \ldots, i_{t+1}\right) B\left(i_{t}\right) g_{t}\left(i_{0}, \ldots, i_{t}\right)= \\
-F\left(N, 0, i_{N-1}, \ldots, i_{0}\right) x_{0}
\end{gathered}
$$

If we define the control

$$
u(k)= \begin{cases}g_{k}\left(i_{0}, r(1) \ldots, r(k)\right) & \text { if }\left(i_{0}, r(1) \ldots, r(k)\right) \in X_{k} \\ 0 & \text { if }\left(i_{0}, r(1) \ldots, r(k)\right) \notin X_{k}\end{cases}
$$

then

$$
P_{i_{0}}\left(x\left(N, x_{0}, i_{0}, u\right)=0\right) \geq \delta
$$

since $X \in \mathcal{A}_{i_{0}}^{(\delta)}$. Consequently system (1.1) is SCWP $\delta$ at time $N$ to zero. In the same way we can show the part about SCWP $\delta$ at time $N$.

Remark 1 Suppose that the system is SCWP $\delta$ at time $N$ and let $X \in$ $\mathcal{A}_{i_{0}}^{(\delta)}$ be such that (2.19) and (2.20) hold. It easy to conclude that for each $\alpha \in X$ the deterministic system that corresponds to $\alpha$ is controllable. In fact conditions (2.19) and (2.20) are much stronger. They imply that if we fix $x_{0}, x_{1} \in R^{n}$, and $\alpha, \beta \in X$ of the following form $\alpha=\left(i_{0}, i_{1}, \ldots, i_{N-1}\right)$, $\beta=\left(j_{0}, j_{1}, \ldots, j_{N-1}\right), i_{l}=j_{l}$ for $l=0, \ldots, k$ then it is possible to construct the controls $u_{\alpha}=\left(u_{\alpha}(0), \ldots, u_{\alpha}(N-1)\right), u_{\beta}=\left(u_{\beta}(0), \ldots, u_{\beta}(N-1)\right)$ which steer $x_{0}$ and $x_{1}$ in deterministic systems corresponding to $\alpha$ and $\beta$, respectively and the controls are such that $u_{\alpha}(l)=u_{\beta}(l)$ for $l=0, \ldots, k$.

In the previous papers devoted to $\varepsilon$-controllability with probability $\delta$ the definition is formulated as follows (see [40], [65], [66], [81], [102]):

For all $x_{0}, x_{1} \in R^{n}$ there exists a control $u$ such that

$$
P\left(\left\|x\left(N, x_{0}, i_{0}, u\right)-x_{1}\right\|<\varepsilon\right) \geq \delta
$$

The first impression is that this definition is less restrictive than SCWP $\delta$ at time $N$. The following theorem establishes the equivalence between this definition for $x_{0}=0$ and SCWP $\delta$ at time $N$ from zero.

Theorem 5 Fix $\varepsilon>0$. If for all $x_{1} \in R^{n}$ there exists a control $u$ such that $P\left(\left\|x\left(N, 0, i_{0}, u\right)-x_{1}\right\|<\varepsilon\right) \geq \delta$ then system (1.1) is SCWP $\delta$ at time $N$ from zero.

Proof. We will prove that if for all $x_{1} \in R^{n}$ there exists a control $u$ such that

$$
\begin{equation*}
P\left(\left\|x\left(N, 0, i_{0}, u\right)-x_{1}\right\|<\varepsilon\right) \geq \delta \tag{2.25}
\end{equation*}
$$

then there exists a control $u$ such that

$$
\begin{equation*}
P\left(x\left(N, 0, i_{0}, u\right)=x_{1}\right) \geq \delta \tag{2.26}
\end{equation*}
$$

The proof of the rest is similar. Suppose that (2.26) does not hold. By Theorem 4 it means that for each $X \in \mathcal{A}_{i_{0}}^{(\delta)}$ there exists $y_{X} \in R^{n}$ such that

$$
t_{X} \notin \operatorname{Im} G_{X}\left(i_{0}\right)
$$

where

$$
\left.t_{X}=\left[\begin{array}{c}
y_{X} \\
\vdots \\
y_{X}
\end{array}\right]\right\} \overline{\bar{x}} \text { times }
$$

Since the family $\mathcal{A}_{i_{0}}^{(\delta)}$ is finite and $\operatorname{Im} G_{X}\left(i_{0}\right)$ is a closed linear subspace of $R^{\overline{\bar{x}}}$ (which cannot be dense because $R^{\overline{\bar{x}}}$ is finite dimensional) then there exists $y \in R^{n}$ such that

$$
\begin{equation*}
\operatorname{dist}\left[z_{X}, \operatorname{Im} G_{X}\left(i_{0}\right)\right]>\varepsilon k \tag{2.27}
\end{equation*}
$$

where

$$
\left.z_{X}=\left[\begin{array}{c}
y \\
\vdots \\
y
\end{array}\right]\right\} \overline{\bar{x}} \text { times }
$$

and $k=\max \left\{\overline{\bar{x}}: X \in \mathcal{A}_{i_{0}}^{(\delta)}\right\}$. By the assumption (2.25) we know that there exists a control $u$ such that

$$
\begin{equation*}
P_{i_{0}}(\mathcal{B}) \geq \delta \tag{2.28}
\end{equation*}
$$

where

$$
\mathcal{B}=\left\{\omega \in \Omega:\left\|x\left(N, 0, i_{0}, u\right)-y\right\|<\varepsilon\right\}
$$

$>$ From the definition of $\mathcal{A}_{i_{0}}^{(\delta)}$ and (2.28) we see that

$$
X:=\{(r(0), r(1), \ldots, r(N-1)): \omega \in B\} \in \mathcal{A}_{i_{0}}^{(6)}
$$

Now let enumerate the elements of $X$ according to the natural order in $\widetilde{S}_{i_{0}}^{(N)}$, so

$$
X=\left\{\alpha_{k_{1}}, \ldots, \alpha_{k_{\bar{x}}}\right\}
$$

and let $x_{\alpha_{k_{i}}}$ be the value of $x\left(N, 0, i_{0}, u\right)$ on $A_{\alpha_{k_{i}}}\left(x\left(N, 0, i_{0}, u\right)\right.$ is constant on $A_{\alpha_{i}}$ ). Then

$$
v \in \operatorname{Im} G_{X}\left(i_{0}\right)
$$

where

$$
v=\left[\begin{array}{c}
x_{\alpha_{k_{1}}} \\
\vdots \\
x_{\alpha_{\overline{\bar{x}}}}
\end{array}\right]
$$

and

$$
\left\|v-z_{X}\right\|=\sqrt{\sum_{i=1}^{\overline{\bar{x}}}\left\|x_{\alpha_{k_{i}}}-y\right\|^{2}} \leq \varepsilon \overline{\bar{x}}
$$

However, this contradicts (2.27).
Remark 2 In a very similar way we can show that if for all $x_{0}, x_{1} \in R^{n}$ ( $x_{0} \in R^{n}$ ) there exists a control $u$ such that

$$
P\left(\left\|x\left(N, x_{0}, i_{0}, u\right)-x_{1}\right\|<\varepsilon\right) \geq \delta
$$

$\left(P\left(\left\|x\left(N, x_{0}, i_{0}, u\right)\right\|<\varepsilon\right) \geq \delta\right.$, ) then system (1.1) is SCWP $\delta$ at time $N$, (SCWP $\delta$ at time $N$ to zero).

### 2.3 Direct controllability

The case $\delta=1$ of SCWP $\delta$ at time $N$ deserves special attention. Therefore we have introduced the notion DC for this type of controllability and now we will focus our attention on it.

Since $\bar{S}_{i_{0}}^{(N)}$ is a finite set, there exists a number $\delta_{0}>0$ such that

$$
\begin{equation*}
\bar{S}_{i_{0}}^{(N)}=\mathcal{A}_{i_{0}}^{(\delta)} \text { for all } \delta \geq \delta_{0} \tag{2.29}
\end{equation*}
$$

Having that in mind we obtain necessary and sufficient conditions for DC at time $N$ from Theorem 4. They are given in the following Corollary.

Corollary 2 System (1.1) is DC to zero at time $N$ if and only if

$$
\begin{equation*}
\operatorname{Im} H_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \subset \operatorname{Im} G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \tag{2.30}
\end{equation*}
$$

System (1.1) is DC from zero at time $N$ if and only if

$$
\begin{equation*}
\operatorname{rank} G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right)=\operatorname{rank}\left[G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \quad f_{l}^{\left(\bar{s}_{i_{0}}^{(N)}\right)}\right] \tag{2.31}
\end{equation*}
$$

for all $l=1, \ldots, n$. System (1.1) is $D C$ at time $N$ if and only if

$$
\begin{equation*}
\operatorname{rank} G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right)=\operatorname{rank}\left[G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \quad f_{l}^{\left(\bar{s}_{i_{0}}^{(N)}\right)}\right] \tag{2.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} H_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \subset \operatorname{Im} G_{\bar{S}_{i_{0}}^{(N)}}\left(i_{0}\right) \tag{2.33}
\end{equation*}
$$

for all $l=1, \ldots, n$.
From this theorem it is clear that (1.1) is DC at time $N$ if and only if it is simultaneously DC to zero and from zero.

When we consider the system without jumps it is well known that controllability from zero implies the controllability to zero and that inverse implication is not true. The next example shows that for the system with jumps the $\pi$-direct controllability from zero does not imply the $\pi$-direct controllability to zero.

Example 4 Consider the system (1.1) with $S=\{1,2\}, N=2$,

$$
\begin{gathered}
A_{1}=\left[\begin{array}{ll}
1 & 2 \\
3 & 1
\end{array}\right], A_{2}=\left[\begin{array}{cl}
-1 & 2 \\
1 & -1
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
2
\end{array}\right], B_{2}=\left[\begin{array}{l}
0 \\
1
\end{array}\right] \\
p(i)>0, p(i, j)>0, i, j \in S
\end{gathered}
$$

According to the notation we have (for simplicity we omit the index $\bar{S}_{i_{0}}^{(2)}$ in $G(i)$ and $H(i))$

$$
G(1)=\left[\begin{array}{l}
C(1,1) \\
C(1,2)
\end{array}\right]=\left[\begin{array}{lll}
A_{1} B_{1} & B_{1} & 0 \\
A_{2} B_{1} & 0 & B_{2}
\end{array}\right]=\left[\begin{array}{lll}
4 & 0 & 0 \\
2 & 2 & 0 \\
4 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right]
$$

and

$$
G(2)=\left[\begin{array}{l}
C(2,1) \\
C(2,2)
\end{array}\right]=\left[\begin{array}{lll}
A_{1} B_{2} & B_{1} & 0 \\
A_{2} B_{2} & 0 & B_{2}
\end{array}\right]=\left[\begin{array}{lll}
2 & 0 & 0 \\
1 & 2 & 0 \\
2 & 0 & 0 \\
-1 & 0 & 1
\end{array}\right]
$$

and it is easy to check that condition (2.31) is satisfied. The control which steers zero initial condition to $\left[\begin{array}{l}x_{1}^{(0)} \\ x_{2}^{(0)}\end{array}\right]$ at time $N=2$ is given by

$$
\begin{gathered}
u(0)=\left\{\begin{array}{lll}
\frac{x_{1}^{(0)}}{4} & \text { if } & r(0)=1 \\
\frac{x_{1}^{(0)}}{2} & \text { if } & r(0)=2
\end{array}\right. \\
u(1)=\left\{\begin{array}{lll}
\frac{x_{2}^{(0)}}{2}-\frac{x_{1}^{(0)}}{4} & \text { if } & r(0)=1, r(1)=1 \\
x_{2}^{(0)}+\frac{x_{1}^{(0)}}{4} & \text { if } & r(0)=1, r(1)=2 \\
x_{2}^{(0)}+\frac{x_{1}^{(0)}}{2} & \text { if } & r(0)=2, r(1)=2 \\
\frac{x_{2}^{(0)}}{2}-\frac{x_{1}^{(0)}}{4} & \text { if } & r(0)=2, r(1)=1
\end{array}\right.
\end{gathered}
$$

From the other hand the system is not $\pi-D C$ to zero at time 2. In fact we have

$$
H(1)=\left[\begin{array}{ll}
7 & 4 \\
6 & 7 \\
5 & 0 \\
-2 & 1
\end{array}\right], H(2)=\left[\begin{array}{ll}
3 & -4 \\
-2 & 3 \\
1 & 0 \\
-2 & 5
\end{array}\right]
$$

and

$$
\left[\begin{array}{c}
11 \\
13 \\
5 \\
1
\end{array}\right] \in H(1),\left[\begin{array}{c}
-1 \\
1 \\
1 \\
3
\end{array}\right] \in H(2)
$$

but

$$
\left[\begin{array}{c}
11 \\
13 \\
5 \\
1
\end{array}\right] \notin G(1),\left[\begin{array}{c}
-1 \\
1 \\
1 \\
3
\end{array}\right] \notin G(2)
$$

Example 5 Consider the system (1.1) with $S=\{1,2\}, N=3$,

$$
\begin{gathered}
A_{1}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \\
p[p(i, j)]_{i, j=1,2}=\left[\begin{array}{ll}
0.3 & 0.7 \\
0 & 1
\end{array}\right]
\end{gathered}
$$

If the initial distribution is of the form $\pi: p(2)=1$, then the problem is trivial because $\bar{S}_{2}^{(3)}=\{(2,2,2)\}$. Consider the case when $p(1)=1$. We have

$$
\bar{S}_{1}^{(3)}=\{(1,1,1),(1,1,2),(1,2,2)\}
$$

and

$$
P_{1}\left(A_{(1,1,1)}\right)=0.09, P_{1}\left(A_{(1,1,2)}\right)=0.21, P_{1}\left(A_{(1,2,2)}\right)=0.7
$$

Moreover for $0.09 \geq \delta>0$

$$
\begin{gathered}
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\},\{(1,1,1),(1,2,2)\},\{(1,2,2)\}\right. \\
\{(1,1,1),(1,1,2)\},\{(1,1,2)\},\{(1,1,1)\}\}
\end{gathered}
$$

for $0.21 \geq \delta>0.09$

$$
\begin{gathered}
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\},\{(1,1,1),(1,2,2)\},\{(1,2,2)\}\right. \\
\{(1,1,1),(1,1,2)\},\{(1,1,2)\}\}
\end{gathered}
$$

for $0.3 \geq \delta>0.21$

$$
\begin{gathered}
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\},\{(1,1,1),(1,2,2)\},\{(1,2,2)\}\right. \\
\{(1,1,1),(1,1,2)\}\}
\end{gathered}
$$

for $0.7 \geq \delta>0.3$

$$
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\},\{(1,1,1),(1,2,2)\},\{(1,2,2)\}\right.
$$

for $0.79 \geq \delta>0.7$

$$
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\},\{(1,1,1),(1,2,2)\}\right\}
$$

for $0.91 \geq \delta>0.79$

$$
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)},\{(1,1,2),(1,2,2)\}\right\}
$$

for $1 \geq \delta>0.91$

$$
\mathcal{A}_{1}^{(\delta)}=\left\{\bar{S}_{1}^{(3)}\right\}
$$

$$
\begin{aligned}
& C(1,1,1)=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0
\end{array}\right], \\
& C(1,1,2)=\left[\begin{array}{llllll}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right] \\
& C(1,2,2)=\left[\begin{array}{llllll}
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
& G(1)=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
& H(1)=\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
1 & 0 \\
0 & 1 \\
0 & 1 \\
1 & 0
\end{array}\right],
\end{aligned}
$$

Let us first discuss the problem of DC at time 3. From the structure of the matrix $C(1,2,2)$ we see that conditions (2.17) and (2.18) can not be satisfied with $X$ such that $(1,2,2) \in X$ and therefore the system is not $D C$ at time 3. Moreover it is not SCWP $\delta$ at time 3 for all
$\delta>0.7$, because for each such $\delta$ and $X \in \mathcal{A}_{1}^{(\delta)}$ we have $(1,2,2) \in X$. Now for $0.7 \leq \delta<0.79$ we see that conditions (2.17) and (2.18) could be satisfied only with $X=$ $\{(1,1,1),(1,1,2)\}$. However, we have

$$
G_{X}(1)=\left[\begin{array}{llllll}
0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 0
\end{array}\right] \text { with } \operatorname{rank} G_{X}(1)=3
$$

and

$$
\operatorname{rank}\left[\begin{array}{ll}
G_{X}(1) & f_{1}^{(\bar{x})}
\end{array}\right]=4
$$

So the system is not SCWP $\delta$ at time 3 from zero for $\delta=0.7$. Moreover we have

$$
\operatorname{Im} H_{X}(1)=\operatorname{Im}\left[\begin{array}{ll}
0 & 1 \\
1 & 0 \\
1 & 0 \\
0 & 1
\end{array}\right] \subset \operatorname{Im} G_{X}(1)
$$

therefore the system is SCWP $\delta$ at time 3 to zero for $\delta=0.7$. Finally notice that conditions (2.17) and (2.18) are satisfied with $X=\{(1,1,2)\}$ and therefore the system is $S C W P$ ot time 3 for all $\delta<0.79$, because for such $\delta$ we have $\{(1,1,2)\} \in \mathcal{A}_{1}^{(\delta)}$.

### 2.4 Controllability at random time

In this paragraph we will discuss the problem of controllability at random time. The idea of the next definition is taken from [58].

Definition 3 The system (1.1) is $\pi$-weakly controllable, if for all $x_{0}, x_{1} \in$ $R^{n}$ there exists a control $u$ and a random time $\tau$ a.s. finite such that

$$
\begin{equation*}
P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1}\right)>0 \tag{2.34}
\end{equation*}
$$

$\pi$-controllable, if this probability can be made equal to one; $\pi$-strongly controllable if it is weakly $\pi$-controllable and $E T_{x_{0}, x_{1}}<\infty$, for each $x_{0}, x_{1} \in R^{n}$ where

$$
\begin{equation*}
T_{x_{0}, x_{1}}=\min \left\{k: x\left(k, x_{0}, \pi, u\right)=x_{1}\right\} . \tag{2.35}
\end{equation*}
$$

Analogically, we introduce the concepts of $\pi$-weak controllability, $\pi$ - controllability and $\pi$-strong controllability to zero and from zero. As usually in the case of Dirac initial distribution $\pi$ of the form $p\left(i_{0}\right)=1$ we will say about $i_{0}$-weak controllability, $i_{0}$-controllability and $i_{0}$-strong controllability. If system (1.1) is $\pi$-weakly controllable, $\pi$-controllable or $\pi$-strongly controllable (to zero, from zero) for all initial distribution $\pi$ we will call it weakly controllable, controllable or strongly controllable (to zero, from zero), respectively.

Remark 3 From the definition it is clear that $\pi$-controllability (to zero, from zero) implies $\pi-$ weak controllability (to zero, from zero). It is also true that $\pi$-strong controllability implies $\pi$-controllability. To prove this statement suppose that (1.1) is $\pi$-strong controllable. Fix $x_{0}, x_{1} \in R^{n}$ and let control $u$ be such that $E T_{x_{0}, x_{1}}<\infty$ with $T_{x_{0}, x_{1}}$ given by (2.35). Suppose that

$$
P_{\pi}\left(x\left(T_{x_{0}, x_{1}}, x_{0}, \pi, u\right)=x_{1}\right)<1
$$

Then

$$
\begin{equation*}
P_{\pi}(A)>0, \tag{2.36}
\end{equation*}
$$

where

$$
A=\left\{\omega \in \Omega: x\left(T_{x_{0}, x_{1}}, x_{0}, \pi, u\right) \neq x_{1}\right\} .
$$

Moreover for $\omega \in \Omega$ we have

$$
\begin{equation*}
T_{x_{0}, x_{1}}=\infty . \tag{2.37}
\end{equation*}
$$

(2.36) together with (2.37) implies that $E T_{x_{0}, x_{1}}=\infty$. This contradicts the assumption about $\pi$-strong controllability. Of course the same is true for $\pi$-strong controllability to zero (from zero) and $\pi$-controllability to zero (from zero).

The next theorems show that the problem of $\pi$-weak controllability (to zero, from zero), can be reduced to the problem of $i_{0}$-weak (to zero, from zero) for $i_{0}$ such that $p\left(i_{0}\right)>0$.
Theorem 6 System (1.1) is $\pi$-weakly controllable (to zero, from zero) if and only if there exists $i_{0} \in S_{\pi}^{(1)}$, such that (1.1) is $i_{0}$-weakly controllable (to zero, from zero).
Proof. We will prove only the part about $\pi$-weak controllability the proof of the rest is very similar. Suppose that there exists $i_{0} \in S_{\pi}^{(1)}$, such that (1.1) is $i_{0}$-weakly controllable. Fix $x_{0}, x_{1} \in R^{n}$, then there exists a control $u$ and a random time $\tau_{i_{0}}$ a.s. finite such that

$$
P_{i_{0}}\left(x\left(\tau_{i_{0}}, x_{0}, i_{0}, u\right)=x_{1}\right)>0
$$

The control is of the form

$$
u=(u(0), u(1), \ldots)
$$

where $u(0)$ is a constant random variable, and $u(k)$ for $k \geq 1$ is of the form $f_{k}\left(i_{0}, r(1), \ldots, r(k)\right)$. Let us define a new control sequence $\bar{u}=(\bar{u}(0), \bar{u}(1), \ldots)$ by

$$
\bar{u}(k)=\left\{\begin{array}{lll}
f_{k}\left(i_{0}, r(1), \ldots, r(k)\right) & \text { if } & r(0)=i_{0} \\
0 & \text { if } & r(0) \neq i_{0}
\end{array} .\right.
$$

Then by the theorem of total probability we have

$$
\begin{gathered}
P_{\pi}\left(x\left(\tau_{i_{0}}, x_{0}, \pi, \bar{u}\right)=x_{1}\right) \geq P_{\pi}\left(x\left(\tau_{i_{0}}, x_{0}, \pi, \bar{u}\right)=x_{1} \mid r(0)=i_{0}\right) p\left(i_{0}\right)= \\
P_{i_{0}}\left(x\left(\tau_{i_{0}}, x_{0}, i_{0}, u\right)=x_{1}\right) p\left(i_{0}\right)>0 .
\end{gathered}
$$

It means that system (1.1) is $\pi$-weakly controllable. Suppose now that (1.1) is $\pi$-weakly controllable. Fix $x_{0}, x_{1} \in R^{n}$ and let a control $u$ and a random time $\tau$ are such that

$$
P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1}\right)>0
$$

Again by the theorem of total probability we have

$$
\begin{gathered}
0<P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1}\right)= \\
\sum_{i \in S_{\pi}^{(1)}} P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1} \mid r(0)=i\right) p(i)= \\
\sum_{i \in S_{\pi}^{(1)}} P_{i}\left(x\left(\tau, x_{0}, i, u\right)=x_{1}\right) p(i)
\end{gathered}
$$

From the last inequality we conclude that at least one of the number

$$
P_{i}\left(x\left(\tau, x_{0}, i, u\right)=x_{1}\right), i \in S_{\pi}^{(1)}
$$

is positive, say $i_{0}$, and therefore (1.1) is $i_{0}$-weakly controllable.
The next two theorems establish the relationships between $\pi$ - controllability (to zero, from zero), $\pi$ - strong controllability (to zero, from zero) and $i$ - controllability (to zero, from zero), $i$ - strong controllability (to zero, from zero).
Theorem 7 System (1.1) is $\pi$ - controllable (to zero, from zero) if and only if for all $i \in S_{\pi}^{(1)}$ system (1.1) is $i$-controllable (to zero, from zero).
Proof. As previously we will prove only the part about $\pi$ - controllability. Suppose that (1.1) is $\pi-$ controllable. Fix $x_{0}, x_{1} \in R^{n}$ and let a control $u$ and a random time $\tau$ are such that

$$
\begin{equation*}
P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1}\right)=1 \tag{2.38}
\end{equation*}
$$

By theorem of total probability we have

$$
\begin{aligned}
P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=\right. & \left.x_{1}\right)=\sum_{i \in S_{\pi}^{(1)}} P_{\pi}\left(x\left(\tau, x_{0}, \pi, u\right)=x_{1} \mid r(0)=i\right) p(i)= \\
& \sum_{i \in S_{\pi}^{(1)}} P_{i}\left(x\left(\tau, x_{0}, i, u\right)=x_{1}\right) p(i)
\end{aligned}
$$

If one of the numbers $P_{i}\left(x\left(\tau, x_{0}, i, u\right)=x_{1}\right), i \in S_{\pi}^{(1)}$ was strictly less than 1 , then the right hand side of the last equality would be less than 1 too. However the left hand side is by (2.38) equal to 1 , therefore

$$
P_{i}\left(x\left(\tau, x_{0}, i, u\right)=x_{1}\right)=1
$$

for all $i \in S_{\pi}^{(1)}$. This means that system (1.1) is $i$-controllable for all $i \in S_{\pi}^{(1)}$. Suppose now that (1.1) is $i$-controllable for all $i \in S_{\pi}^{(1)}$. Fix $x_{0}, x_{1} \in R^{n}$ and let a control $u_{i}, i \in S_{\pi}^{(1)}$ and a random time $\tau_{i}$ are such that

$$
P_{i}\left(x\left(\tau_{i}, x_{0}, i, u\right)=x_{1}\right)=1
$$

The control $u_{i}$ is of the form

$$
u_{i}=\left(u_{i}(0), u_{i}(1), \ldots\right)
$$

where $u_{i}(0)$ is a constant random variable, and $u_{i}(k)$ for $k \geq 1$ is of the form $f_{k}(i, r(1), \ldots, r(k))$. Let us define a new control sequence $\bar{u}=(\bar{u}(0), \bar{u}(1), \ldots)$ by

$$
\bar{u}(k)=f_{k}(i, r(1), \ldots, r(k)) \text { if } r(0)=i \text { for } i \in S_{\pi}^{(1)}
$$

Define a random variable $\tau$ by

$$
\tau=\min \left\{k: x\left(k, x_{0}, \pi, \bar{u}\right)=x_{1}\right\}
$$

By the theorem of total probability we have

$$
\begin{gathered}
P(\tau<\infty)=\sum_{i \in S_{\pi}^{(1)}} P(\tau<\infty \mid r(0)=i) p(i)= \\
\sum_{i \in S_{\pi}^{(1)}} P\left(\tau_{i}<\infty\right) p(i)=1
\end{gathered}
$$

and

$$
\begin{gathered}
P_{\pi}\left(x\left(\tau, x_{0}, \pi, \bar{u}\right)=x_{1}\right)= \\
\sum_{i \in S_{\pi}^{(1)}} P_{\pi}\left(x\left(\tau, x_{0}, \pi, \bar{u}\right)=x_{1} \mid r(0)=i\right) p(i)= \\
\sum_{i \in S_{\pi}^{(1)}} P_{i}\left(x\left(\tau, x_{0}, i, \bar{u}\right)=x_{1}\right) p(i)=1
\end{gathered}
$$

It means that (1.1) is $\pi-$ controllable.
Theorem 8 System (1.1) is $\pi$-strongly controllable (to zero, from zero) if and only if it is $i-$ strongly controllable (to zero, from zero) for all $i \in S_{\pi}^{(1)}$.

We omit the proof, because it can be done using a very similar technique as in the proofs of the previous two theorems.

Having in mind the previous three theorems and the Definition 3 we can formulate the following remark.

Remark 4 System (1.1) is weakly controllable (controllable, strongly controllable) if and only if it is $i$-weakly controllable ( $i$-controllable, $i$-strongly controllable) for all $i \in S$. The same is true for controllability of all these types to zero and from zero.

The next theorem shows that to check weak controllability or weak controllability to zero it is enough to check $i$-weak controllability or $i$-weak controllability to zero for recurrent state $i \in S$ (see, Definition 12 in Appendix).

Theorem 9 System (1.1) is weakly controllable (to zero) if only if for each recurrent state $i$ (1.1) is $i$-weakly controllable (to zero)

Proof. We prove only the part about weak controllability, the proof for weak controllability to zero is very similar. If the system (1.1) is weakly controllable then according to the definition it is $i$-weakly controllable for each $i \in S$ and in particular for all $i$ recurrent.

Suppose now that (1.1) is $i$-weakly controllable for all recurrent $i$. Fix $\bar{x}_{0}$, $x_{1} \in R^{n}$, an initial distribution $\pi$ and $j \in S_{\pi}^{(1)}$. Then according to Theorem 55 in Appendix there exists recurrent state $i_{0}$ which is accessible from $j$ in a.s. finite time. Due to our assumption for each $x_{0}, x_{1} \in R^{n}$ there exists a control $u_{x_{0}, x_{1}}=\left(u_{x_{0}, x_{1}}(0), u_{x_{0}, x_{1}}(1), \ldots\right)$ and a random variable $\bar{\tau}$ a.s. finite such that

$$
P_{i_{0}}\left(x\left(\bar{\tau}, x_{0}, i_{0}, u_{x_{0}, x_{1}}\right)=x_{1}\right)>0
$$

Next let $\tau_{i_{0}}$ be the time of the first visit in state $i_{0}$ (see Remark 9 in the Appendix). We know that $\tau_{i_{0}}$ is a.s finite. Define new control sequence $u=(u(0), u(1), \ldots)$ by

$$
u(k)=\left\{\begin{array}{c}
0 \text { for } k<\tau_{i_{0}} \\
u_{\bar{x}_{0}, x_{1}}\left(k-\tau_{i_{0}}\right) \text { for } k \geq \tau_{i_{0}}
\end{array}\right.
$$

where $\bar{x}_{0}=x\left(\tau_{i_{0}}, x_{0}, i_{0}, 0\right)$, then it is clear that

$$
P_{\pi}\left(x\left(\bar{\tau}+\tau_{i_{0}}, x_{0}, \pi, u\right)=x_{1}\right)>0
$$

and $\bar{\tau}+\tau_{i_{0}}$ is a.s. finite, so (1.1) is weakly controllable.
Notice that the proof does not work for controllability from zero. The reason is that even if we take $x_{0}=0$ we cannot guarantee that $x\left(\tau_{i_{0}}, x_{0}, i_{0}, 0\right)=$ 0.

Our next goal is to show that weak controllability, controllability and strong controllability are equivalent. We will show the equivalence in the following way: first we will show a necessary condition for weak controllability (Theorem 10) and next we will prove that this condition is sufficient for strong controllability (Theorem 11). According to Remark 3 this means that the three concepts are equivalent.

Theorem 10 The necessary condition for weak controllability and weak controllability from zero of the system (1.1) is that for all closed communicating classes $C$ of $S$ there exists a sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C^{T}$ such that

$$
p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0
$$

and

$$
\operatorname{rank} L=n
$$

where

$$
L=\left[F(T, T) B_{i_{T-1}}, F\left(T, T-1, i_{T-1}\right) B_{i_{T-2}}, F\left(T, 1, i_{T-1}, \ldots, i_{1}\right) B_{i_{0}}\right]
$$

Proof. We prove only the part about weak controllability the proof for weak controllability from zero is very similar. Suppose that the system is weakly controllable, fix a closed communicating class $C$ of $S$ and $\bar{i}_{0} \in C$. For each $T=1,2, \ldots$ denote

$$
C_{T}=\left\{\left(i_{0}, \ldots i_{T-1}\right) \in C^{T}: p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0\right\}
$$

so $C_{T}$ is the set of all possible sample paths of the Markov chain which start from $i_{0}$. For $c_{T}=\left(i_{0}, \ldots i_{T-1}\right) \in C_{T}$ define a subspace

$$
\begin{gathered}
Q\left(c_{T}\right)= \\
\operatorname{Im}\left[F(T, T) B_{i_{T-1}}, F\left(T, T-1, i_{T-1}\right) B_{i_{T-2}}, F\left(T, 1, i_{T-1}, \ldots, i_{1}\right) B_{i_{0}}\right]
\end{gathered}
$$ of $R^{n}$. Assume that for all $T=1,2, \ldots$ and all $c_{T} \in C_{T}$

$$
\begin{equation*}
\operatorname{dim} Q\left(c_{T}\right)<n \tag{2.39}
\end{equation*}
$$

By the Cayley-Hamilton Theorem the set

$$
\left\{Q\left(c_{T}\right): T=1,2, \ldots, c_{T} \in C_{T}\right\}
$$

is finite. This together with (2.39) implies that there exists

$$
\begin{equation*}
\bar{x} \in R^{n} \backslash \bigcup_{T=1,2, \ldots} \bigcup_{c_{T} \in C_{T}} Q\left(c_{T}\right) \tag{2.40}
\end{equation*}
$$

The $i_{0}$-weak controllability means that for $\bar{x}$ there exist a control $u$ and a random time $\tau$ a.s. finite such that

$$
P(A)>0
$$

where

$$
A=\left\{\omega \in \Omega: \sum_{t=0}^{\tau-1} F(\tau, t+1, r(t+1), \ldots, r(\tau-1)) B(r(t)) u(t)=\bar{x}\right\}
$$

Denote

$$
\Omega_{T}=\{\omega \in \Omega: \tau(\omega)=T\}, T=1,2, \ldots
$$

Since $\tau$ is a.s. finite then there exists $T_{0}$ such that

$$
\begin{gathered}
0<P\left(\Omega_{T_{0}} \cap A\right)= \\
P\left(\sum_{t=0}^{T_{0}-1} F\left(T_{0}, t+1, r\left(T_{0}-1\right), \ldots, r(t+1)\right) B(r(t)) u(t)=\bar{x}\right)= \\
\sum_{T_{0}=\left(i_{0}, \ldots, i_{T_{0}-1}\right) \in C_{T_{0}}} P\left(\sum_{t=0}^{T_{0}-1} F\left(T_{0}, t+1, r\left(T_{0}-1\right), \ldots, r(t+1)\right) \mid\right. \\
\left.B(r(t)) u(t)=\bar{x} \mid r(1)=i_{1}, \ldots r\left(T_{0}-1\right)=i_{T_{0}-1}\right) \times \\
P\left(r(1)=i_{1}, \ldots r\left(T_{0}-1\right)=i_{T_{0}-1}\right)
\end{gathered}
$$

This implies that there exists $\bar{c}_{T_{0}}=\left(\bar{i}_{0}, \ldots \bar{i}_{T_{0}-1}\right) \in C_{T_{0}}$ such that

$$
\sum_{t=0}^{T_{0}-1} F\left(T_{0}, t+1, \bar{i}_{T_{0}-1}, \ldots, \bar{i}_{t}\right) B(r(t)) u(t)=\bar{x}
$$

It contradicts (2.40).
Theorem 11 If for all closed communicating classes $C$ of $S$ there exists a sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C$ such that $p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0$ and

$$
\begin{equation*}
\operatorname{rank} L=n \tag{2.41}
\end{equation*}
$$

where

$$
L=\left[F(T, T) B_{i_{T-1}}, F\left(T, T-1, i_{T-1}\right) B_{i_{T-2}}, F\left(T, 1, i_{T-1}, \ldots, i_{1}\right) B_{i_{0}}\right]
$$

then the system (1.1) is strongly controllable.
Proof. Fix a closed communicating class $C$ of $S,\left(x_{0}, i_{0}\right) \in R^{n} \times C$ and $x \in R^{n}$ and assume that the condition (2.41) holds. According to Theorem 9 it is enough to show that (1.1) is $i_{0}$-strongly controllable. By assumptions there exists $T_{0}$ and $\bar{c}_{T_{0}}=\left(\bar{i}_{0}, \ldots \bar{i}_{T_{0}-1}\right) \in C_{T_{0}}$ such that

$$
\operatorname{rank} Q\left(\bar{c}_{T_{0}}\right)=n .
$$

It implies that $Q\left(\bar{c}_{T_{0}}\right) Q^{\prime}\left(\bar{c}_{T_{0}}\right)$ is nonsingular and for all $x_{0} \in R^{n}$ we can define the sequence of vectors $u_{i_{0}}\left(x_{0}\right), \ldots, u_{i_{T-1}}\left(x_{0}\right) \in R^{m}$ by

$$
\begin{gathered}
{\left[u_{i_{0}}^{\prime}\left(x_{0}\right), \ldots, u_{i_{T-1}}^{\prime}\left(x_{0}\right)\right]^{\prime}=} \\
\left(Q\left(\bar{c}_{T_{0}}\right) Q^{\prime}\left(\bar{c}_{T_{0}}\right)\right)^{-1} Q^{\prime}\left(\bar{c}_{T_{0}}\right)\left(x-F\left(k, 0, \bar{i}_{0}, \ldots \bar{i}_{T_{0}-1}\right) x_{0}\right) .
\end{gathered}
$$

Consider the control $\bar{u}$ given by the following algorithm
Step 1: If $r(n)=i_{0}$ put $l=n, \bar{u}(n)=u_{i_{0}}(x(l))$ and go to step 2, otherwise put $\bar{u}(n)=0$ and go to step 1

Step $k:(k=2, \ldots, T-1)$ If $r(n)=i_{k-1}$ put $\bar{u}(n)=u_{i_{k-1}}(x(l))$ and go to step $k+1$, otherwise put $\bar{u}(n)=0$ and go to step 1

Step $T:$ If $r(n)=i_{T-1}$ put $\bar{u}(n)=u_{i_{T-1}}(x(l))$ and stop, otherwise put $\bar{u}(n)=0$ and go to step 1

Consider the random time

$$
\eta_{i_{0}, \ldots i_{T-1}}=\min \left\{l \geq T: r(l-1)=i_{T-1}, \ldots, r(l-T)=i_{0}\right\} .
$$

By Theorem 62 in Appendix we know that

$$
E\left(\eta_{i_{0}, \ldots i_{T-1}} \mid r(0)=j_{0}\right)<\infty
$$

and

$$
P\left(x\left(\eta_{i_{0}, \ldots i_{T-1}}, x_{0}, j_{0}, \bar{u}\right)=x\right) \geq \sum_{l=T}^{\infty} P\left(\eta_{i_{0}, \ldots i_{T-1}}=l\right)=1
$$

because on each set $\left\{\eta_{i_{0}, \ldots i_{T-1}}=l\right\}$ we have

$$
x\left(\eta_{i_{0}, \ldots i_{T-1}}, x_{0}, j_{0}, \bar{u}\right)=x
$$

As we have mentioned before from Theorem 10 and Theorem 11 the following theorem follows:

Theorem 12 For system (1.1) the weak controllability, controllability and strong controllability are equivalent. Moreover each of these conditions is equivalent to the following: for all closed communicating classes $C$ of $S$ there exists a sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C$ such that $p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0$ and

$$
\begin{equation*}
\operatorname{rank} L=n \tag{2.42}
\end{equation*}
$$

where

$$
L=\left[F(T, T) B_{i_{T-1}}, F\left(T, T-1, i_{T-1}\right) B_{i_{T-2}}, F\left(T, 1, i_{T-1}, \ldots, i_{1}\right) B_{i_{0}}\right]
$$

Remark 5 From Theorem 10 we know that condition (2.42) is a necessary condition for weak controllability from zero and from Theorem 11 that it is a sufficient condition for strong controllability, and in particular for strong controllability from zero. Therefore weak controllability from zero, controllability from zero and strong controllability from zero are equivalent, and they are equivalent to (2.42) too.

Remark 6 Having in mind the interpretation of condition (2.42) for deterministic time-varying system that corresponds to the sequence

$$
\left(i_{0}, \ldots, i_{T-1}\right)
$$

(see, (1.1)) we can reformulate the condition for weak controllability, controllability and strong controllability by saying that for all closed communicating classes $C$ of $S$ there exists a sequence

$$
\left(i_{0}, \ldots, i_{T-1}\right) \in C
$$

such that

$$
p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0
$$

and the deterministic time varying system that corresponds to

$$
\left(i_{0}, \ldots, i_{T-1}\right)
$$

is controllable in the deterministic sense.
We can use the same arguments as in the proofs of Theorem 10 and Theorem 11 to show that for system (1.1) weak controllability to zero, controllability to zero and strong controllability to zero are equivalent and each of them is equivalent to the following: for all closed communicating classes $C$ of $S$ there exists a sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C$ such that $p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0$ and the deterministic time varying system that corresponds to $\left(i_{0}, \ldots, i_{T-1}\right)$ is controllable to zero in deterministic sense. Therefore we have the following result.

Theorem 13 For system (1.1) the weak controllability to zero, controllability to zero and strong controllability to zero are equivalent. Moreover each of these conditions is equivalent to the following: for all closed communicating classes $C$ of $S$ there exists a sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C$ such that $p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0$ and

$$
\operatorname{Im} F\left(T, 0, i_{T-1}, \ldots, i_{0}\right) \subset \operatorname{Im}\left[F(T, T) B_{i_{T-1}} \ldots F\left(T, 1, i_{T-1}, \ldots, i_{1} B_{i_{0}}\right]\right.
$$

It appears that the properties of $i$-strong controllability and $i$-strong controllability to zero are properties of class of state. More precisely we have the following theorem.

Theorem 14 If $C$ is a closed commutating class of state and system (1.1) is $i$-strongly controllable ( $i$-strongly controllable to zero) for certain $i \in C$ then it is $j$-strongly controllable ( $j$-strongly controllable to zero) for all $j \in C$.

Proof. Let $\tau_{j}$ denotes the time of the first visit to state $j$ starting from $i$ defined as follows $\tau_{j}=\min \{k \geq 1: r(k)=j\}$ for $P(r(0)=i)=1$. Since $i$ and $j$ are recurrent, then (see Remark 9)

$$
\begin{equation*}
E\left(\tau_{j} \mid r(0)=i\right)<\infty \tag{2.43}
\end{equation*}
$$

Fix $x_{0}, x_{1} \in R^{n}$. From the assumption about $i$-strong controllability we known that for each $\bar{x}_{0} \in R^{n}$ there exists a control $\bar{u}_{\bar{x}_{0}}$ and a random time $\tau_{\bar{x}_{0}}$ a.s. finite such that

$$
P_{i}\left(x\left(\tau, \bar{x}_{0}, i, u\right)=x_{1}\right)=1
$$

and $E T_{\bar{x}_{0}, x_{1}}<\infty$, for each $x_{0}, x_{1} \in R^{n}$ where

$$
\begin{equation*}
T_{\bar{x}_{0}, x_{1}}=\min \left\{k: x\left(k, \bar{x}_{0}, i, u\right)=x_{1}\right\} \tag{2.44}
\end{equation*}
$$

Define a new control $u$ by

$$
u(k)=\left\{\begin{array}{c}
0 \text { for } k<\tau_{j} \\
\bar{u}_{x\left(\tau_{j}, \bar{x}_{0}, i, \bar{u}\right)}\left(k-\tau_{j}\right) \text { for } k \geq \tau_{j}
\end{array}\right.
$$

Then it is clear that

$$
P_{j}\left(x\left(\tau_{j}+\tau, x_{0}, i, u\right)=x_{1}\right)=1
$$

and

$$
T_{x_{0}, x_{1}}=\min \left\{k: x\left(k, x_{0}, j, u\right)=x_{1}\right\} \leq \tau_{j}+T_{\overline{\mathbf{x}}_{0}, x_{1}}
$$

Therefore by (2.43) and (2.44) we have $E T_{x_{0}, x_{1}}<\infty$. The proof for $i$-strong controllability to zero can be done in similar way.

The equivalence enables us to consider in the remaining part only the concept of strong controllability or strong controllability to zero.

To demonstrate our considerations we present an example.

Example 6 Consider the system (1.1) with $S=\{1,2,3,4,5\}$,

$$
\left.\left.\begin{array}{c}
A_{1}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], A_{3}=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right] \\
A_{4}=\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right], A_{5}=\left[\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right] \\
B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
0 \\
0
\end{array}\right], B_{3}=\left[\begin{array}{l}
1 \\
0
\end{array}\right], B_{4}=\left[\begin{array}{l}
1 \\
1
\end{array}\right], B_{5}=\left[\begin{array}{l}
1 \\
1
\end{array}\right] \\
{[p(i, j)]_{i, j=1,2,3,4}=\left[\begin{array}{llll}
p(1,1) & p(1,2) & p(1,3) & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & p(3,3) & p(3,4)
\end{array}\right) p(3,5)} \\
0
\end{array} \begin{array}{llll}
0 & p(4,3) & p(4,4) & p(4,5) \\
0 & 0 & 0 & p(5,4)
\end{array}\right] p(5,5)\right] .\left[\begin{array}{l}
0 \\
0
\end{array}\right] .
$$

All elements not denoted by 0 are nonzero entries. The state space of this chain consists of two closed communicating classes of recurrent states $\{2\}$ and $\{3,4,5\}$. The state 1 is a transient state.

The system is not strongly controllable. It follows from Theorem 12. If we take $C=\{2\}$ then there is a unique sequence $\left(i_{0}, \ldots, i_{T-1}\right) \in C^{T}$ such that $p\left(i_{0}, i_{1}\right) \ldots p\left(i_{T-2}, i_{T-1}\right)>0$, namely $(2, \ldots, 2)$ and by Caley-Hamilton Theorem

$$
\operatorname{rank}\left[F(T, T) B_{2}\right.
$$

$$
\left.\cdots \quad F(T, 1,2, \ldots, 2) B_{2}\right]=\operatorname{rank}\left[B_{2}\right.
$$

$$
\left.A_{2} B_{2}\right]
$$

but

$$
\operatorname{rank}\left[B_{2} \quad A_{2} B_{2}\right]=1
$$

For the same reason the system is not 2 -strongly controllable. According to Theorem 14 problems of $i$-strong controllability for $i=3,4,5$ are equivalent. Using this theorem for sequence $(3,3) \in S_{3}^{(2)}$ we have

$$
\operatorname{rank}\left[B_{3} \quad A_{3} B_{3}\right]=2
$$

and the system is $i$-strongly controllable for $i=3,4$, and 5 .
Now let us discuss the problem of strong controllability to zero. We use theorem Theorem 13 with $(2,2) \in S_{2}^{(2)}$ and obtain

$$
\operatorname{Im} F\left(2,0, i_{1}=1, \ldots, i_{0}=1\right)=\operatorname{Im} A_{2}^{2}=\{0\}
$$

Moreover because $i-$ strong controllability implies $i-$ strong controllability to zero we know that the system is $i-$ strongly controllable to zero for $i=2,3,4,5$ and by Theorem 13 it is strongly controllable to zero.

### 2.5 Comparison and discussion

Assume that the initial distribution $\pi$ is given as $p\left(i_{0}\right)=1$ and try to discuss the relationships between $\pi$-CWRE at time $N$, SCWP $\delta$ at time $N$ and $\pi$-strong controllability. First notice that if the system is SCWP $\delta$ at time $N$ for each recurrent $i_{0}$ then according to Remark 1 there exists $\alpha \in \bar{S}_{i_{0}}^{(N)}$ such that the deterministic system which corresponds to $\alpha$ is controllable. Therefore by Corollary 1 the system is CWRE at time $N$ and strongly controllable. Example 3 shows that CWRE at time $N$ does not imply strong controllability. It also demonstrates that neither strong controllability nor CWRE at time $N$ implies DC at time $N$. It is so because the necessary condition for DC at time $N$ is that all deterministic systems corresponding to each element of $\bar{S}_{i_{0}}^{(N)}$ are controllable and we have systems without this property which are CWRE at time $N$ (Example 3). Moreover, when we consider a Markov chain with one class of transient states then the existence of one element in $\bar{S}_{i_{0}}^{(N)}$,such that the corresponding deterministic system is controllable, is enough for the strong controllability. Finally, when we have a system which is strongly controllable then there exist natural $N$ and $\delta>0$ such that it is SCWP $\delta$ at time $N$ and, according to the above considerations, CWRE at time $N$. In fact for fixed $x_{1}, x_{2} \in R^{n}$ from the strong controllability we conclude that there are a control $u$ and an almost sure finite random variable $T$ such that

$$
\begin{equation*}
P\left(x\left(T, x_{0}, i_{0}, u\right)=x_{1}\right)=1 \tag{2.45}
\end{equation*}
$$

Since $T$ is a.s. finite there exists at least one natural number $N$ such that

$$
\begin{equation*}
P(T=N):=\delta>0 \tag{2.46}
\end{equation*}
$$

From (2.45) and (2.46) we conclude that the system is SCWP $\delta$ at time $N$.

## Chapter 3

## Stability

Stability is a qualitive property crucial for functioning of all systems both natural and man-made, and it is usually the first requirement to be considered in practical applications. Therefore much more results are available for stability of jump linear systems than for controllability.

A natural approach to study stability of stochastic systems is to adopt techniques used for checking stability of deterministic systems such as the second Lyapunov's method. A stochastic version of the Lyapunov's second method was developed almost simultaneously in [15] and [64]. In [72] and [55] the stability properties of general stochastic systems has been systematically investigated. Kozin in [68] clarified many confusing stability concepts and gave a nice explanation of the relationships among various stochastic stability concepts. Certain generalization of the Lyapunov's second method has been proposed in [11], [12]. Basing on this extension some sufficient conditions for almost sure sample stability of continuous time linear differential equations with random time-varying communication delays can be found. This approach has been used to study the stochastic stability of jump linear systems in [71], [88], [89], [61], [46], [82].

It is noted in [68] that almost sure stability does not imply moment stability. The opposite statement is true. However second moment stability criteria, which are easy to check, for almost sure stability are to conservative. This has been illustrated in [84] and [69], where it is shown that the regions of second moment stability are considerably smaller than the ones for almost sure stability. Practically we are interested in the stability of individual sample paths of the system rather than the stability of their moments. Therefore, almost sure stability is a more useful concept than moment stability. In [5], [6] the Lyapunov exponent method has been suggested as the best method to obtain tightest criteria for almost sure stability for general stochastic system. This approach has been adopted to jump linear systems
in [47], [44], [48]. It seems from this approach that the almost sure stability problem for jump linear systems can be completely solved by determining the sign of the largest Lyapunov exponent. However the determination of the sign of the top Lyapunov exponent, is a very complicated and computationally difficult task as demonstrated in [45]. Thus, the estimation of the largest Lyapunov exponent becomes a very important research area.

In [4] relationships between sample path and moment stability for a special class of continuous-time jump linear systems was described. Similar results for discrete-time jump linear systems with jumps forming sequence of independent identically distributed random variables was announced in [39], however as shown in [41], the main result is incorrect. The possibility of using the approach from [4] to discrete-time jump linear systems was discussed in [78], where it was heuristically shown that the approach from [4] cannot be used for discrete-time jump linear systems. The main result of [4] states that the $\delta$-moment largest Lyapunov exponent is differentiable and its derivative at zero is just the largest sample path Lyapunov exponent. For one dimensional jump linear systems it was in [38] and [46] proved that almost sure stability is equivalent to $\delta$-moment stability for certain $\delta$. The generalizations of this result for multidimensional discrete-time jump linear systems was presented in [44]. These results are very important, however they do not help to check almost sure stability of a particular system. It is so because there is no explicit formula for the largest $\delta$-moment Lyapunov exponent and consequently the value of its derivative at zero cannot be evaluated. The lack of conditions to check the almost sure stability as well as $\delta$-moment stability is undoubtedly the most important challenge of further investigation.

From the point of view of LQ theory, which is discussed in the next chapter, $\delta-$ moment stability for $\delta=2$ is crucial. The $\delta-$ moment stability for $\delta=2$, called also mean square stability is the best developed concept of stability for jump linear systems. In the literature we may find many necessary and sufficient conditions for this type of stability (see [24]). This conditions are given in terms of spectral radius of certain matrix to be less than one or in the terms of existence of non-negative definite solution of a set of linear matrix equations. The set of equations is called a coupled Lyapunov equation. Numerical properties such as sensitivity of coupled Lyapunov equations are discussed in [35] and [37]. Another characterization of the mean square stability is in terms of spectral radius of a certain matrix to be less than one. However, the large size this matrix causes problems. In [36] an upper bound for the spectral radius is found. The computation of the bound are numerically simpler but gives only sufficient conditions for mean square stability.

This chapter is organized as follows. In the next section we introduce different types of stability and discuss their basic properties. In Section 3.2 the results for one dimensional systems are presented. The best developed concept of stability, namely mean square stability, is discussed in Section 3.3. Sections 3.4 and 3.5 are devoted to almost sure and $\delta$-moment stability, respectively. Finally in Section 3.6 the relationships between the introduced types of stability as well as general discussion are made.

### 3.1 Different concepts of stability

We define different concepts of stability for the uncontrolled discrete jump linear system:

$$
\begin{equation*}
x(k+1)=A(r(k)) x(k), k \geq 0 \tag{3.1}
\end{equation*}
$$

We discuss the following concepts of stability.
Definition 4 System (3.1) is said to be

1. $\pi$-almost surely stable ( $\pi-\mathrm{ASS}$ ), if for all $x_{0} \in R^{n}$,

$$
P_{\pi}\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, \pi\right)\right\|=0\right)=1
$$

If it is $\pi$-ASS for all initial distributions $\pi$ then we say that it is almost surely stable (ASS).
2. $\pi, \delta$-moment stable $(\pi, \delta-\mathrm{MS})$, if for all $x_{0} \in R^{n}$,

$$
\lim _{N \rightarrow \infty} E_{\pi}\left\|x\left(N, x_{0}, \pi\right)\right\|^{\delta}=0
$$

If it is $\pi, \delta-\mathrm{MS}$ for all initial distributions $\pi$ then we say that it is $\delta$-moment stable ( $\delta-\mathrm{MS}$ ).
3. $\pi$-mean stable, if for all $x_{0} \in R^{n}$,

$$
\lim _{N \rightarrow \infty} E_{\pi} x\left(N, x_{0}, \pi\right)=0
$$

If it is $\pi$-mean stable for all initial distributions $\pi$ then we say that it mean stable.

The next theorem reduces investigation of stability (where stability is defined in one of the ways $1-3$ ) to $\pi$-stability for each Dirac initial distribution $\pi$.

Theorem 15 System (3.1) is

1. ASS if and only if it is $\pi$-ASS for all Dirac initial distributions $\pi$.
2. $\delta-\mathrm{MS}$ if and only if it is $\pi, \delta-\mathrm{MS}$ for all Dirac initial distributions $\pi$.
3. mean stable if and only if it is $\pi$-mean stable for all Dirac initial distributions $\pi$.

Proof. We prove only the first point. The proof of the rest is very similar. Implication $\Rightarrow$ follows from the definition of ASS. To prove the opposite implication let fix an initial distribution $\pi$ and an initial condition $x_{0} \in R^{n}$. From the theorem of total probability we have

$$
\begin{gathered}
P_{\pi}\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, \pi\right)\right\|=0\right)= \\
\sum_{i \in S} P\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, i\right)\right\|=0 \mid r(0)=i\right) p(i)=\sum_{i \in S} p(i)=1
\end{gathered}
$$

It is interesting that problems of ASS and $\delta-\mathrm{MS}$ may be reduced to problems $\pi-$ ASS and $\pi, \delta-\mathrm{MS}$, respectively, for one initial distribution $\pi$, as it is shown in the next theorem.

Theorem 16 System (3.1) is

1. ASS if and only if it is $\pi-$ ASS for certain initial distribution $\pi$ such that $P(r(0)=i)>0$ for all $i \in S$.
2. $\delta-\mathrm{MS}$ if and only if it is $\pi, \delta-\mathrm{MS}$ for certain initial distribution $\pi$ such that $P(r(0)=i)>0$ for all $i \in S$.

Proof. We prove only the first point. The proof of the rest is very similar. Implication $\Rightarrow$ follows from the definition of ASS. To prove the opposite implication let assume that system (3.1) is $\pi-$ ASS for certain initial distribution $\pi$ such that $P(r(0)=i)>0$. Again by the theorem of total probability we have

$$
\begin{gather*}
1=P_{\pi}\left(\lim _{V N \rightarrow \infty}\left\|x\left(N, x_{0}, \pi\right)\right\|=0\right)= \\
\sum_{i \in S} P\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, i\right)\right\|=0 \mid r(0)=i\right) p(i) \tag{3.2}
\end{gather*}
$$

By Theorem 15 it is enough to show that

$$
P\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, i\right)\right\|=0 \mid r(0)=i\right)=1
$$

for all $i \in S$. Suppose that there exists $i_{0} \in S$ such that

$$
P\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, i_{0}\right)\right\|=0 \mid r(0)=i_{0}\right)<1
$$

Then by the assumption that $P(r(0)=i)>0$ for all $i \in S$ we have

$$
\sum_{i \in S} P\left(\lim _{N \rightarrow \infty}\left\|x\left(N, x_{0}, i\right)\right\|=0 \mid r(0)=i\right) p(i)<\sum_{i \in S} p(i)=1
$$

This contradicts with (3.2).
In the next example we show that Theorem 16 is not true for mean stability.
Example 7 Consider system (3.1) with $S=\{1,2\}$,

$$
P=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], A_{1}=1, A_{2}=-1
$$

Then for initial distribution $\pi: P(r(0)=1)=P(r(0)=2)=\frac{1}{2}$, we have

$$
E_{\pi} x\left(N, x_{0}, \pi\right)=0, \quad N \geq 1
$$

and this system is $\pi-$ mean stable. Whereas for initial distribution

$$
\check{\pi}: P(r(0)=1)=1, P(r(0)=2)=0
$$

we have

$$
E_{\widetilde{\pi}} x\left(N, x_{0}, \tilde{\pi}\right)=x_{0}, \quad N \geq 1
$$

so the system is not mean stable even though it is $\pi$-mean stable for certain positive $\pi$.

The $\delta-$ MS has a kind of monotony property given by the following Theorem.
Theorem 17 If (3.1) is $\delta-M S$ then it is $\delta^{\prime}-M S$ for all $\delta^{\prime}<\delta$.
Proof. Fix $i_{0} \in S$, and consider initial distribution $\pi$ as follows

$$
P\left(r(0)=i_{0}\right)=1
$$

If $g: R \rightarrow R$ is convex and $X$ is a random variable such that $E X$ exists then by Jensen inequality we have

$$
E_{i_{0}} g(X) \geq g\left(E_{i_{0}} X\right)
$$

Using this inequality with $g(x)=x^{\frac{\delta}{\delta^{\prime}}}$ and $X=\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{\delta^{\prime}}$ we obtain

$$
E_{i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{\delta} \geq\left(E_{i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{\delta^{\prime}}\right)^{\frac{\delta}{\delta}}
$$

and consequently if

$$
E_{i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{\delta}
$$

tends to zero then, so does

$$
E_{i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{\delta^{\prime}}
$$

### 3.2 Stability of scalar systems

In this chapter we consider the scalar version of system (3.1). In this simplest case we are able to present necessary and sufficient conditions for all introduced types of stability.

Fix a positive number $\delta$ and introduce the following notations

$$
\begin{gathered}
\varphi_{i}^{(\delta)}(k)=E\left(|x(k)|^{\delta} 1_{\{r(k)=i\}}\right) \\
\varphi^{(\delta)}(k)=\left[\begin{array}{c}
\varphi_{1}^{(\delta)}(k) \\
\vdots \\
\varphi_{s}^{(\delta)}(k)
\end{array}\right] \\
D_{\delta}=\operatorname{diag}\left[|A(i)|^{\delta}\right]_{i=1, \ldots, s}
\end{gathered}
$$

The next Lemma presents a recurrent formula for $\varphi(k)$.
Lemma 1 For every natural $k$ we have

$$
\begin{equation*}
\varphi^{(\delta)}(k+1)=P^{\prime} D_{\delta} \varphi^{(\delta)}(k) \tag{3.3}
\end{equation*}
$$

Proof. For fixed $i \in S$ and natural $k$ we have

$$
\begin{gathered}
\varphi_{i}^{(\delta)}(k+1)=E\left(\left|x\left(k+1, x_{0}, i_{0}\right)\right|^{\delta} 1_{\{r(k+1)=i\}}\right)= \\
E\left(|A(r(k))|^{\delta}\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta} 1_{\{r(k+1)=i\}}\right)= \\
\sum_{j \in S} E\left(|A(r(k))|^{\delta}\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta} 1_{\{r(k+1)=i\}} 1_{\{r(k)=j\}}\right)=
\end{gathered}
$$

$$
\begin{gathered}
\sum_{j \in S}|A(j)|^{\delta} E\left(\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta} 1_{\{r(k+1)=i\}} 1_{\{r(k)=j\}}\right)= \\
\sum_{j \in S}|A(j)|^{\delta} E\left(\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta} 1_{\{r(k)=j\}}\right) p_{j i}= \\
\sum_{j \in S}|A(j)|^{\delta} \varphi_{j}^{(\delta)}(k) p_{j i}
\end{gathered}
$$

This justifies (3.3).
This technical Lemma enables us to formulate necessary and sufficient conditions for $\delta-\mathrm{MS}$ of scalar systems.
Theorem 18 The scalar system (3.1) is $\delta-M S$ if and only if

$$
\begin{equation*}
\rho\left(P^{\prime} D_{\delta}\right)<1 \tag{3.4}
\end{equation*}
$$

Proof. Because of the equality

$$
E\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta}=\sum_{j \in S} \varphi_{j}^{(\delta)}(k)
$$

and positivity of $\varphi_{j}^{(\delta)}(k)$ the $\delta-\mathrm{MS}$ is equivalent to the following condition

$$
\lim _{k \rightarrow \infty} \varphi^{(\delta)}(k)=0
$$

But by (3.3) it is possible if and only if $\rho\left(P^{\prime} D_{\delta}\right)<1$.
An immediate consequence of the proof is the following remark.
Remark 7 If scalar system (3.1) is $\delta-M S$ then for each $x_{0} \in R$ there exist constants $c>0$ and $0<a<1$ such that

$$
E\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta} \leq c a^{k}
$$

Remark 8 Since for any square matrices $X, Y$ of the same size we have $\rho(X Y)=\rho(Y X)$ and $\rho(X)=\rho\left(X^{\prime}\right)$, therefore $\rho\left(P^{\prime} D_{\delta}\right)=\rho\left(P D_{\delta}\right)$.

Another characterization of $\delta-\mathrm{MS}$ is given by the next theorem.
Theorem 19 The following conditions are equivalent to $\delta-M S$ of scalar system (3.1)

1. for all positive numbers $Q(i), i \in S$ there exist positive numbers $R(i)$, $i \in S$ such that

$$
\left(I_{s}-P D_{\delta}\right)\left[\begin{array}{c}
R(1)  \tag{3.5}\\
\vdots \\
R(s)
\end{array}\right]=\left[\begin{array}{c}
Q(1) \\
\vdots \\
Q(s)
\end{array}\right]
$$

2. there exist positive numbers $Q(i), i \in S$ and $R(i), i \in S$ such that (3.5) holds.

The proof of this theorem is an immediate consequence of the following general result about matrices with nonnegative entries.

Theorem 20 If $A=\left[a_{i j}\right]_{i, j=1, \ldots, n}$ is such that $a_{i j} \geq 0, i, j=1, \ldots, n$ then the following conditions are equivalent

1. $\rho(A)<1$
2. for all positive numbers $Q(i), i \in S$ there exist positive numbers $R(i)$, $i \in S$ such that

$$
\left(I_{s}-P D_{\delta}\right)\left[\begin{array}{c}
R(1)  \tag{3.6}\\
\vdots \\
R(s)
\end{array}\right]=\left[\begin{array}{c}
Q(1) \\
\vdots \\
Q(s)
\end{array}\right]
$$

3. there exist positive numbers $Q(i), i \in S$ and $R(i), i \in S$ such that (3.5) holds.

Proof. Suppose that $\rho(A)<1$. Fix positive numbers $Q(i), i \in S$ and define

$$
Q=\left[\begin{array}{c}
Q(1)  \tag{3.7}\\
\vdots \\
Q(s)
\end{array}\right]
$$

According to the assumption that $(I-A)$ is invertible and it implies that

$$
(I-A)^{-1}=\sum_{n=0}^{\infty} A^{n}
$$

If we define

$$
R=\left[\begin{array}{c}
R(1)  \tag{3.8}\\
\vdots \\
R(s)
\end{array}\right] \in R^{s}
$$

by

$$
R=\sum_{n=0}^{\infty} A^{n} Q
$$

then $R(i)>0, i \in S$ and

$$
(I-A) R=Q
$$

The implication $(2 \Rightarrow 3)$ is obvious. Suppose now that there exist positive numbers $Q(i), i \in S$ and $R(i), i \in S$ such that (3.5) holds. Then with the notation (3.8) and (3.7) we have

$$
(I-A) R=Q
$$

and consequently

$$
\begin{equation*}
A R=R-Q<R \tag{3.9}
\end{equation*}
$$

where the last inequality is understood as inequality for all coordinates. Now we use the following fact about a matrix with nonnegative entries (see [56]). If $A$ is a matrix with nonnegative entries and $x>0$ is such that $A x<\alpha x$, then $\rho(A)<\alpha$. This fact together with (3.9) implies that $\rho(A)<1$.

In the next theorem we present necessary and sufficient conditions for ASS for ergodic Markov chain.

Theorem 21 Suppose that $r(k)$ is ergodic with limit distribution $\pi=\left(\pi_{i}\right)_{i \in S}$. Then the scalar system (3.1) is ASS if and only if

$$
\begin{equation*}
|A(1)|^{\pi_{1}} \ldots|A(s)|^{\pi_{s}}<1 \tag{3.10}
\end{equation*}
$$

Moreover, if (3.10) holds then $x\left(k, x_{0}, i_{0}\right)$ tends to zero at an exponential rate.
Proof. Denote by $\tau_{i}(k)$ the time of the Markov chain $r(k)$ being in state $i \in S$ up to moment $k$, i.e.

$$
\tau_{i}(k)=\sum_{l=0}^{k} 1_{\{r(l)=i\}}
$$

By Theorem 59 we know that

$$
\lim _{k \rightarrow \infty} \frac{\tau_{i}(k)}{k}=\pi_{i}
$$

Therefore for each $i_{0} \in S$

$$
\begin{gathered}
\lim _{k \rightarrow \infty} \frac{1}{k} \ln \left|x\left(k, x_{0}, i_{0}\right)\right|=\lim _{k \rightarrow \infty} \frac{1}{k} \ln \left(|A(1)|^{\tau_{1}(k)} \ldots|A(s)|^{\tau_{s}(k)}\right)= \\
\lim _{k \rightarrow \infty} \sum_{j \in S} \frac{\tau_{j}(k)}{k} \ln (|A(j)|)=\sum_{j \in S} \pi_{j} \ln (|A(j)|)
\end{gathered}
$$

and it is clear that if (3.10) holds then $\lim _{k \rightarrow \infty}\left|x\left(k, x_{0}, i_{0}\right)\right|=0$ a.s. and the convergence is at an expotentional rate. Moreover, if $|A(1)|^{\pi_{1}} \ldots|A(s)|^{\pi_{s}}>1$,
then $\lim _{k \rightarrow \infty}\left|x\left(k, x_{0}, i_{0}\right)\right|=\infty$. To complete the proof it is enough to show that if

$$
\begin{equation*}
|A(1)|^{\pi_{1}} \ldots|A(s)|^{\pi_{s}}=1 \tag{3.11}
\end{equation*}
$$

then

$$
\underset{k \rightarrow \infty}{\limsup }\left|x\left(k, x_{0}, i_{0}\right)\right|=\infty
$$

Suppose that (3.10) holds. Then, we have

$$
\begin{equation*}
\sum_{j \in S} \pi_{j} \ln (|A(j)|)=0 \tag{3.12}
\end{equation*}
$$

and also

$$
\begin{gather*}
x(k+1)=|A(1)|^{\tau_{1}(k)} \ldots|A(s)|^{\tau_{s}(k)}|x(0)|= \\
|x(0)| \exp \left(\sum_{j \in S} \sum_{l=0}^{k} 1_{\{r(l)=j\}} \ln (|A(j)|)\right)= \\
|x(0)| \exp \left(\sum_{l=0}^{k} \sum_{j \in S} 1_{\{r(l)=j\}} \ln (|A(j)|)\right) . \tag{3.13}
\end{gather*}
$$

By Theorem 60 we conclude from (3.12) that

$$
\limsup _{N \rightarrow \infty} \frac{\left(\sum_{l=0}^{k} \sum_{j \in S} 1_{\{r(l)=j\}} \ln (|A(j)|)\right)}{\sqrt{a N \lg \lg N}}=1, \text { a.s. }
$$

for certain positive constant $a$. Thus

$$
\limsup _{N \rightarrow \infty} \sum_{l=0}^{N} \sum_{j \in S} 1_{\{r(l)=j\}} \ln (|A(j)|)=\infty, \text { a.s., }
$$

and consequently by (3.13) we conclude that

$$
\limsup _{k \rightarrow \infty}\left|x\left(k, x_{0}, i_{0}\right)\right|=\infty
$$

In the rest of this section we assume that $r(k)$ is ergodic with limit distribution $\pi=\left(\pi_{i}\right)_{i \in S}$. Denote by $\bar{r}(k), k=0,1 \ldots$ sequence of independent identically distributed random variables such that

$$
P(\bar{r}(0)=i)=\pi_{i}, i \in S
$$

Of course $\bar{r}(k)$ is also an ergodic Markov chain with transition probability matrix

$$
\bar{P}=\left[\begin{array}{lll}
\pi_{1} & \ldots & \pi_{s} \\
\vdots & \ddots & \vdots \\
\pi_{1} & \ldots & \pi_{s}
\end{array}\right]
$$

and limit distribution $\pi=\left(\pi_{i}\right)_{i \in S}$. Together with (3.1) we will consider a scalar system governed by $\bar{r}(k)$ and given by

$$
\begin{equation*}
\bar{x}(k+1)=A(\bar{r}(k)) \bar{x}(\bar{k}), k \geq 0 \tag{3.14}
\end{equation*}
$$

Theorem 21 says that (3.1) is ASS if and only if (3.14) is ASS. Such an equivalence is not true for $\delta-\mathrm{MS}$ as the following example shows.

Example 8 Consider system (3.1) with $S=\{1,2\}$,

$$
P=\left[\begin{array}{cc}
\frac{1}{3} & \frac{2}{3} \\
\frac{3}{4} & \frac{1}{4}
\end{array}\right], A_{1}=a, A_{2}=b .
$$

The limit distribution is $\pi: \pi_{1}=\frac{9}{17}, \pi_{2}=\frac{8}{17}$. For (3.14) we have

$$
E_{\pi}\left|\bar{x}\left(N, x_{0}, \pi\right)\right|^{\delta}=\left(E_{\pi}|A(\bar{r}(0))|^{\delta}\right)^{N-1} x_{0}=\left(|a|^{\delta} \pi_{1}+|b|^{\delta} \pi_{2}\right)^{N-1} x_{0}
$$

and therefore (3.14) is $\delta-M S$ if and only if

$$
\begin{equation*}
|a|^{\delta} \frac{9}{17}+|b|^{\delta} \frac{8}{17}<1 \tag{3.15}
\end{equation*}
$$

By Theorem 18 system (3.1) is $\delta-M S$ if and only if

$$
\begin{gathered}
1>\rho\left(P D_{\delta}\right)=\rho\left(\left[\begin{array}{cc}
\frac{1}{3} a^{\delta} & \frac{2}{3} b^{\delta} \\
\frac{3}{4} a^{6} & \frac{1}{4} b^{\delta}
\end{array}\right]\right)= \\
\frac{1}{6}|a|^{\delta}+\frac{1}{8}|b|^{\delta}+\frac{1}{24} \sqrt{\left(16|a|^{2 \delta}+264|b|^{\delta}|a|^{\delta}+9|b|^{\delta \delta}\right)}
\end{gathered}
$$

For $\delta=1, a=2, b=0.1$ we have $|a|^{\delta} \frac{9}{17}+|b|^{\delta} \frac{8}{17}=1.1>1$ and

$$
\frac{1}{6}|a|^{\delta}+\frac{1}{8}|b|^{\delta}+\frac{1}{24} \sqrt{\left(16|a|^{2 \delta}+264|b|^{\delta}|a|^{\delta}+9|b|^{2 \delta}\right)}=0.7963<1 .
$$

Therefore (3.1) is $\delta-M S$ whereas (3.14) is not $\delta-M S$.
The next theorem describes the relationships between $\delta-\mathrm{MS}$ and ASS.

Theorem 22 Suppose that $r(k)$ is ergodic. The scalar system (3.1) is ASS if and only if it is $\delta-M S$ for certain $\delta>0$.

In the proof of this Theorem we will need the following Lemma from [46].
Lemma 2 For $n \geq 2$, let

$$
H=\left[\begin{array}{llll}
-h_{1} & h_{12} & \cdots & h_{1 n} \\
h_{21} & -h_{2} & \cdots & h_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
h_{n 1} & h_{n 2} & \cdots & -h_{n}
\end{array}\right]=\left[\begin{array}{llll}
H_{1} & H_{2} & \cdots & H_{n}
\end{array}\right]
$$

where $H_{j}$ is the jth column of $H$. Let $b=\left[\begin{array}{llll}1 & 1 & \cdots & 1\end{array}\right]^{\prime} \in R^{n}$. Suppose that the entries of $H$ satisfy $h_{i}>0, h_{i j} \geq 0$, and $\sum_{m \neq i} \hbar_{i m} \leq h_{i}$ for all $i, j=1, \ldots, n$ with $\sum_{m \neq i} h_{i m}<h_{i}$ for some $i$. Then

1. $\operatorname{det} H=(-1)^{n} \eta$ for some $\eta>0$
2. $\operatorname{det}\left[\begin{array}{ccccccc}H_{1} & \ldots & H_{j-1} & b & H_{j+1} & \ldots & H_{n}\end{array}\right]=(-1)^{n-1} \gamma_{j}$ for some $\gamma_{j}>0$
and all $j=1, \ldots, n$. Proof. Suppose that the system (3.1) is $\delta-\mathrm{MS}$ then according to Remark 7

$$
\sum_{k=0}^{\infty} E\left|x\left(k, x_{0}, i_{0}\right)\right|^{\delta}<\infty
$$

Let

$$
\xi=\limsup _{k \rightarrow \infty}\left|x\left(k, x_{0}, i_{0}\right)\right|
$$

then from Markov's inequality, we have that for any $c>0$, the following holds

$$
\begin{gathered}
P(\xi \geq c)=P\left(\bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty}\left\{\omega:\left|x\left(m, x_{0}, i_{0}\right)\right| \geq c\right\}\right) \leq \\
\sum_{m=n}^{\infty} P\left(\bigcup_{m=n}^{\infty}\left\{\omega:\left|x\left(m, x_{0}, i_{0}\right)\right| \geq c\right\}\right) \leq \\
\sum_{m=n}^{\infty} P\left(\left\{\omega:\left|x\left(m, x_{0}, i_{0}\right)\right| \geq c\right\}\right) \leq \frac{1}{c^{\delta}} \sum_{m=n}^{\infty} E\left|x\left(m, x_{0}, i_{0}\right)\right|^{\delta} \xrightarrow{n \rightarrow \infty} 0 .
\end{gathered}
$$

Thus with any $c>0, P(\xi \geq c)=0$ and therefore $P(\xi=0)=1$. This provides that system (3.1) is ASS. Now we show that ASS implies $\delta-\mathrm{MS}$ for certain $\delta>0$. For that purpose we will point 3 of Theorem 20. Namely we
show that for certain $\delta>0$ equation (3.6) with $Q(i)=|A(i)|^{\delta}$ has a positive solution $R(i), i \in S$. Multiply from right equation (3.6) by $D_{\delta}^{-1}$ to obtain

$$
\begin{equation*}
\sum_{j \in S}\left(\delta_{i j}|A(i)|^{-\delta}-p_{i j}\right) R(j)=1, i \in S \tag{3.16}
\end{equation*}
$$

If we denote

$$
o_{i}(\delta)=1-\delta \ln |A(i)|-|A(i)|^{-\delta}
$$

then we have

$$
\lim _{\delta \rightarrow 0} \frac{o_{i}(\delta)}{\delta}=0
$$

and equation (3.16) may be rewritten as follows

$$
\begin{equation*}
\sum_{j \in S}\left(q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i j}\right)=-1 \tag{3.17}
\end{equation*}
$$

where $q_{i j}=p_{i j}-\delta_{i j}$. Since

$$
P^{\prime}\left[\begin{array}{c}
\pi_{1} \\
\vdots \\
\pi_{s}
\end{array}\right]=\left[\begin{array}{c}
\pi_{1} \\
\vdots \\
\pi_{s}
\end{array}\right]
$$

therefore

$$
Q^{\prime}\left[\begin{array}{c}
\pi_{1}  \tag{3.18}\\
\vdots \\
\pi_{s}
\end{array}\right]=0
$$

where $Q=\left[q_{i j}\right]_{i, j=1, \ldots, s}$, and consequently $\operatorname{det} Q=0$. Denote by $Q_{i}$ the matrix obtained by striking out the $i$-th column and $i$-th row of the matrix $Q$. Equation (3.18) implies that $\operatorname{rank} Q=s-1$, and therefore there exists $i_{0} \in S$ such that $\alpha_{i_{0}} \neq 0$, where $\alpha_{i}=\operatorname{det} Q_{i}$. Notice that equation (3.18) may be rewritten as follows

$$
Q_{i_{0}}^{\prime}\left[\begin{array}{c}
\pi_{1} \\
\vdots \\
\pi_{i_{0}-1} \\
\pi_{i_{0}+1} \\
\vdots \\
\pi_{s}
\end{array}\right]=\pi_{i_{0}}\left[\begin{array}{c}
-q_{i_{0} 1} \\
\vdots \\
-q_{i_{0} i_{0}-1} \\
-q_{i_{0} i_{0}+1} \\
\vdots \\
q_{i_{0} s}
\end{array}\right]
$$

and by Cramer formulas we have

$$
\pi_{j}=\frac{\pi_{i_{0}}}{\alpha_{i_{0}}} \alpha_{j}, j \in S
$$

The ergodicity assumption implies that $\pi_{j}>0$ and this in turn implies in light of the above formula that $\alpha_{j} \neq 0$ for all $j \in S$ and that the ratio

$$
\begin{equation*}
\frac{\pi_{i}}{\alpha_{i}}=\text { constant } \tag{3.19}
\end{equation*}
$$

is constant. Observe that matrices $Q_{j}, j \in S$ satisfy the assumption of Lemma 2 and therefore

$$
\alpha_{i}=(-1)^{s-1} c_{i} .
$$

This together with (3.19) implies

$$
\alpha_{i}=(-1)^{s-1} \pi_{i} c, \quad i \in S
$$

for certain positive $c$. Using this equality and the properties of determinant we obtain

$$
\begin{gather*}
\operatorname{det}\left[q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i j}\right]_{i, j \in S}=\sum_{i \in S}\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \alpha_{i}= \\
\delta c \sum_{i \in S} \pi_{i} \ln |A(i)|+o(\delta) \tag{3.20}
\end{gather*}
$$

where

$$
\lim _{\delta \rightarrow 0} \frac{o(\delta)}{\delta}=0
$$

ASS implies that $\sum_{i \in S} \pi_{i} \ln |A(i)|<0$ and by (3.20)

$$
\operatorname{det}\left[q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i]_{i, j \in S}} \neq 0\right.
$$

for small $\delta$, therefore (3.17) has a unique solution given by

$$
R(i)=\frac{-\operatorname{det} F_{i}(\delta)}{\operatorname{det}\left[q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i j}\right]_{i, j \in S}}
$$

where $F_{i}(\delta)$ is the matrix obtained by replacing $i$ th column of

$$
\left[q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i j}\right]_{i, j \in S}
$$

by $\left[\begin{array}{llll}1 & 1 & \cdots & 1\end{array}\right]^{\prime}$. Denote by $G_{i}$ the matrix obtained by replacing $i$ th column of $Q$ by $\left[\begin{array}{llll}1 & 1 & \cdots & 1\end{array}\right]^{\prime}$. Again by the properties of determinant we have

$$
\operatorname{det} F_{i}(\delta)=\operatorname{det} G_{i}+o(1)
$$

Moreover by Lemma 2 we have

$$
\operatorname{det} G_{i}=(-1)^{s-1} \gamma_{i}
$$

for positive $\gamma_{i}$ and therefore

$$
\begin{gathered}
R(i)=\frac{-\left((-1)^{s-1} \gamma_{i}+o(1)\right)}{\operatorname{det}\left[q_{i j}+\left(\delta \ln |A(i)|+o_{i}(\delta)\right) \delta_{i j}\right]_{i, j \in S}}= \\
\frac{-\left((-1)^{s-1} \gamma_{i}+o(1)\right)}{\delta c \sum_{i \in S} \pi_{i} \ln |A(i)|+o(\delta)}>0
\end{gathered}
$$

for small $\delta$.

### 3.3 Mean square stability

In this paragraph we study the special case of $\delta-\mathrm{MS}$, namely the case of $\delta=2$ called in the literature mean square stability. This type of stability deserves special attention for the following two reasons. Firstly, mean square stability is the only case of $\delta-\mathrm{MS}$ for which there exists testable necessary and suficcient conditions due to possibility of using the stochastic version of the Lyapunov's second method. Secondly, mean square stability play a crucial role in one of the most important optimal control problems namely in linear quadratic control problem. This is demonstrated in the next chapter.

The following necessary and sufficient conditions for second moment stability of jump linear system have been proved in [61].

Theorem 23 For system (3.1) the following conditions are equivalent

1. system (3.1) is mean square stable
2. for all $x_{0} \in R^{n}$ and there exists a constant $c$ such that

$$
\sum_{N=1}^{\infty} E_{r(0)=i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{2}<c, \text { for all } i_{0} \in S
$$

3. for all $x_{0} \in R^{n}$ there exist constants $c>0$ and $0<a<1$ such that

$$
E_{r(0)=i_{0}}\left\|x\left(N, x_{0}, i_{0}\right)\right\|^{2}<c a^{N}, \text { for all } i_{0} \in S \text { and } N=0,1, \ldots
$$

4. for each symmetric positive definite matrices $Q_{i}, i \in S$ there exists solution $H_{i}, i \in S$ of the following coupled Lyapunov equation

$$
\begin{equation*}
H_{i}-A_{i}^{\prime}\left(\sum_{j=1}^{s} p_{i j} H_{j}\right) A_{i}=Q_{i}, i \in S \tag{3.21}
\end{equation*}
$$

The third point of the theorem brings testable conditions for the second moment stability. Next theorem, which is taken from [24] describes mean stability in terms of spectral radius of the following matrix

$$
\mathcal{A}_{d}=\left(P^{\prime} \otimes I_{n^{2}}\right)\left(\operatorname{diag}\left(A_{i} \otimes A_{i}\right)\right)
$$

where $X \otimes Y$ is the Kronecker product of matrices $X$ and $Y$.
Theorem 24 System (3.1) is mean square stable if and only if

$$
\begin{equation*}
\rho\left(\mathcal{A}_{d}\right)<1 \tag{3.22}
\end{equation*}
$$

Condition (3.22) requires calculating of eigenvalues of the matrix which is of very high dimension $\left(s n^{2}\right)$. Therefore one may be interested in sufficient conditions which are given in terms of matrices of lower sizes. The next theorem supplies such a condition. Denote by $\lambda_{1}(X)$ the largest eigenvalue of symmetric matrix $X$. Denote the set of all eigenvalues of a square matrix $X$ by $\sigma(X)$. The following properties of Kronecker product are used in our further consideration. The proof may be found in [75].

Theorem 25 If $A_{1}$ and $A_{2}$ are $m m$ and $B_{1}, B_{2}$ are $n \times n$ then we have

$$
\begin{equation*}
\left(A_{1} A_{2}\right) \otimes\left(B_{1} B_{2}\right)=\left(A_{1} \otimes B_{1}\right)\left(A_{2} \otimes B_{2}\right) \tag{3.23}
\end{equation*}
$$

Moreover, for a complex polynomial $p(x, y)=\sum_{k, l=0}^{p} c_{k l} x^{k} y^{l}$ of two variables and for square matrices $A$ and $B$ we have

$$
\begin{equation*}
\sigma\left(\sum_{k, l=0}^{p} c_{k l} A^{k} \otimes B^{l}\right)=\{p(x, y): x \in \sigma(A), y \in \sigma(B)\} \tag{3.24}
\end{equation*}
$$

Theorem 26 The discrete time jump linear system is stable if

$$
\lambda_{1}\left(P P^{\prime}\right) \sum_{i=1}^{s} \lambda_{1}^{2}\left(A_{i} A_{i}^{\prime}\right)<1
$$

In the proof we need the following lemma from [83].
Lemma 3 Let $X, Y, Z \in R^{n \times n}$ with $X=X^{\prime}, Y=Y^{\prime}$. Then the following inequalities hold

$$
\begin{gather*}
\lambda_{1}(X+Y) \leq \lambda_{1}(X)+\lambda_{1}(Y)  \tag{3.25}\\
\max _{i=1, \ldots, s}\left|\lambda_{i}(Z)\right| \leq \sqrt{\lambda_{1}\left(Z Z^{\prime}\right)} \tag{3.26}
\end{gather*}
$$

Proof. From the properties (3.23) of Kronecker product we have

$$
\begin{equation*}
\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)=\left(A_{i} \otimes A_{i}\right)\left(A_{i} \otimes A_{i}\right)^{\prime} \tag{3.27}
\end{equation*}
$$

This together with definition of $\mathcal{A}_{d}$ implies

$$
\mathcal{A}_{d} \mathcal{A}_{d}^{\prime}=\left(P P^{\prime}\right) \otimes\left(\sum_{i=1}^{s}\left(\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)\right)\right)
$$

By (3.24) the eigenvalues of $X \otimes Y$ are equal to $\lambda_{i}(X) \lambda_{i}(Y)$, and therefore the spectrum $\sigma\left(\mathcal{A}_{d} \mathcal{A}_{d}^{\prime}\right)$ has the following form

$$
\begin{equation*}
\left\{\lambda_{k}\left(P P^{\prime}\right) \lambda_{l}\left(\sum_{i=1}^{s}\left(\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)\right)\right): 1 \leq k \leq n, 1 \leq l \leq n^{2}\right\} \tag{3.28}
\end{equation*}
$$

(3.27) shows that $\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)$ is symmetric and nonnegative definite so we can use (3.25) to obtain

$$
\begin{equation*}
\lambda_{1}\left(\sum_{i=1}^{s}\left(\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)\right)\right) \leq \sum_{i=1}^{s} \lambda_{1}\left(\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)\right) \tag{3.29}
\end{equation*}
$$

Applying (3.24) again we get

$$
\begin{equation*}
\lambda_{1}\left(\left(A_{i} A_{i}^{\prime}\right) \otimes\left(A_{i} A_{i}^{\prime}\right)\right)=\lambda_{1}^{2}\left(A_{i} A_{i}^{\prime}\right) \tag{3.30}
\end{equation*}
$$

Using (3.28), (3.29) and (3.30) $\lambda_{1}\left(\mathcal{A}_{d} \mathcal{A}_{d}^{\prime}\right)$ can be bounded as follows

$$
\begin{equation*}
\lambda_{1}\left(\mathcal{A}_{d} \mathcal{A}_{d}^{\prime}\right) \leq \lambda_{1}\left(P P^{\prime}\right) \sum_{i=1}^{s} \lambda_{1}^{2}\left(A_{i} A_{i}^{\prime}\right) \tag{3.31}
\end{equation*}
$$

Now from (3.26) and (3.31) we obtain

$$
\max _{i=1, \ldots, s}\left|\lambda_{i}\left(\mathcal{A}_{d}\right)\right| \leq \lambda_{1}\left(\mathcal{A}_{d} \mathcal{A}_{d}^{\prime}\right) \leq \sqrt{\lambda_{1}\left(P P^{\prime}\right) \sum_{i=1}^{s} \lambda_{1}^{2}\left(A_{i} A_{i}^{\prime}\right)}
$$

The proof is complete.
The coupled Lyapunov equation (3.21) plays a crucial role in mean square stability of jump linear systems. Therefore now we present some of its properties.

The first result shows that (3.21) can be derived in four equivalent forms. This theorem has been shown in [24]. To present this theorem it is convenient to introduce the following notation. For any matrices $L_{i}, i \in S$ of size $n \times n$ let

$$
T_{1 j}\left(L_{1}, \ldots, L_{s}\right)=\sum_{i=1}^{s} p_{i j} A_{i} L_{i} A_{i}^{\prime}
$$

$$
\begin{aligned}
& T_{2 j}\left(L_{1}, \ldots, L_{s}\right)=\sum_{j=1}^{s} p_{i j} A_{i}^{\prime} L_{j} A_{i} \\
& T_{3 j}\left(L_{1}, \ldots, L_{s}\right)=\sum_{i=1}^{s} p_{i j} A_{j} L_{i} A_{j}^{\prime} \\
& T_{4 j}\left(L_{1}, \ldots, L_{s}\right)=\sum_{j=1}^{s} p_{i j} A_{j}^{\prime} L_{j} A_{j}
\end{aligned}
$$

Theorem 27 The following conditions are equivalent to mean square stability of system (3.1)

1. For some positive definite $H_{i}, i \in S$ and $Q_{i}, i \in S$ and some integer $1 \leq \eta \leq 4$, we have

$$
H_{i}-T_{\eta i}\left(H_{1}, \ldots, H_{s}\right)=Q_{i}
$$

2. For any positive definite $Q_{i}, i \in S$ and any integer $1 \leq \eta \leq 4$ there are unique positive definite $H_{i}, i \in S$ such that

$$
H_{i}-T_{\eta i}\left(H_{1}, \ldots, H_{s}\right)=Q_{i}
$$

For $\eta=2$ we obtain equation (3.21).
In real world the model parameters of the system are not known precisely, for example they come from certain estimation procedures. In such situation we are interested in the difference between the solution with true parameters and the solution with approximate ones. In the next theorem we present upper bounds for the norm of this difference in terms of degree of accuracy of the coefficients. This theorem is taken from [35]. Similar results for continuous time case may be found in [37]. To present this result let introduce the following notations. In the space made up of all $s$-length sequences of matrices $H=\left(H_{1}, \ldots, H_{s}\right)$ of size $n \times n$ we consider the following three norms $\|H\|_{1}=\sum_{i=1}^{s}\left\|H_{i}\right\|,\|H\|_{2}=\sqrt{\sum_{i=1}^{s}\left\|H_{i}\right\|^{2}}$, $\|H\|_{\infty}=\max \left\{\left\|H_{i}\right\|: i=1, \ldots, s\right\}$, where $\left\|H_{i}\right\|$ is the operator norm of $H_{i}$.
Theorem 28 Suppose that system (3.1) is mean square stable. Let $H=$ $\left(H_{1}, \ldots, H_{s}\right)$ be the solution of (3.21) for certain positive definite matrices $Q=$ $\left(Q_{1}, \ldots, Q_{s}\right)$. Suppose that $A=\left(A_{1}, \ldots, A_{s}\right)$ and $Q=\left(Q_{1}, \ldots, Q_{s}\right)$ are perturbed by matrices $\Delta A=\left(\Delta A_{1}, \ldots, \Delta A_{s}\right)$ and $\Delta Q=\left(\Delta Q_{1}, \ldots, \Delta Q_{s}\right)$, respectively, such that $Q_{i}+\Delta Q_{i}, i \in S$ are positive definite and system

$$
x(k+1)=(A(r(k))+\Delta A(r(k))) x(k), k \geq 0
$$

is mean square stable. Then the disturbed Lyapunov equation

$$
\bar{H}_{i}-\left(A_{i}+\Delta A_{i}\right)^{\prime}\left(\sum_{j=1}^{s} p_{i j} \bar{H}_{j}\right)\left(A_{i}+\Delta A_{i}\right)=Q_{i}+\Delta Q_{i}, i \in S
$$

has a solution $\bar{H}_{i}=H_{i}+\Delta H_{i}$ and we have

$$
\begin{aligned}
& \frac{\|\Delta H\|_{1}}{\|H+\Delta H\|_{1}} \leq\|\bar{H}\|_{\infty} s\left(K_{1} \frac{\|\Delta Q\|_{1}}{\|Q+\Delta Q\|_{1}}+A\right) \\
& \frac{\|\Delta H\|_{2}}{\|H+\Delta F\|_{\| 2}} \leq\|\bar{H}\|_{\infty} \sqrt{s}\left(K_{2} \frac{\|\Delta Q\|_{2}}{\|Q+\Delta Q\|_{2}}+B\right) \\
& \frac{\|\Delta H\|_{\infty}}{\|H+\Delta H\|_{\infty}} \leq\|\bar{H}\|_{\infty}\left(K_{\infty} \frac{\|\Delta Q\|_{\infty}}{\|Q+\Delta Q\|_{\infty}}+C\right)
\end{aligned}
$$

where

$$
\begin{aligned}
& A= \sum_{i=1}^{s}\left\|\Delta A_{i}\right\|\left(2\left\|A_{i}\right\|+\left\|\Delta A_{i}\right\|\right) \max _{j=1, \ldots, 5}\left\{p_{i j}\right\} \\
& B= \sqrt{\sum_{i=1}^{s}\left(\left\|\Delta A_{i}\right\|\left(2\left\|A_{i}\right\|+\left\|\Delta A_{i}\right\|\right) \sqrt{\sum_{j=1}^{s} p_{i j}^{2}}\right)^{2}} \\
& C=\max _{i=1, \ldots, s}\left\|\Delta A_{i}\right\|\left(2\left\|A_{i}\right\|+\left\|\Delta A_{i}\right\|\right)
\end{aligned}
$$

and $\widetilde{H}_{i}, i \in S$ is the unique solution of (3.21) for $Q_{i}=I, i \in S$ and

$$
\begin{gathered}
K_{1}=\sum_{i=1}^{s}\left(1+\left\|A_{i}+\Delta A_{i}\right\|^{2}\right) \\
K_{2}=\sqrt{\sum_{i=1}^{s}\left(1+\left\|A_{i}+\Delta A_{i}\right\|^{2}\right)^{2}}, K_{\infty}=\max _{i=1, \ldots, s}\left(1+\left\|A_{i}+\Delta A_{i}\right\|^{2}\right) .
\end{gathered}
$$

For the standard Lyapunov equation many bounds for the solution are proposed in the literature. The surveys of such results can be found in [87], [67], [74], [30]. The reasons that the problem to estimate upper and lower bounds of these equations has become an attractive topic are that the bounds are also applied to solve many control problems such as stability analysis [77], [91], time-delay system controller design [86], estimation of the minimal cost and the suboptimal controller design [76], convergence of numerical algorithms [2], robust stabilization problem [20]. Eigenvalue bounds can be also used to determine whether or not the system under consideration possesses the singularly perturbed structure. An excellent motivation to study the
bounds together with a survey of results for Lyapunov equation is given in [52] (Section 2.2). The authors advocated the results in this area by saying that sometimes we are just interested in the general behavior of the underlying system and then the behavior can be determined by examining certain bounds on the parameters of the solution instead of the full solution. The result of this kind for coupled Lyapunov equation is presented now. Here we assume that for a symmetric matrix $X$ of the size $n \times n$ the eigenvalues $\lambda_{k}(X)$ are numerated in such a way that

$$
\lambda_{1}(X) \geq \lambda_{2}(X) \geq \ldots \geq \lambda_{n}(X)
$$

Theorem 29 For the eigenvalues $\lambda_{k}\left(P_{i}\right), k=1, \ldots, n, i \in S$ of positive definite solution $P_{i}, i \in S$ of (3.21), the following inequalities hold

$$
\begin{gather*}
\sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+ \\
\left(\max _{j \in S} p_{i j}\right) \lambda_{1}\left(A_{i} A_{i}^{\prime}\right) \frac{\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)}{1-\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \max _{j \in S} \sum_{i \in S} p_{i j}} \tag{3.32}
\end{gather*}
$$

for $l=1, \ldots, n$, if $\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \max _{j \in S} \sum_{i \in S} p_{i j}<1$, and

$$
\sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+
$$

$$
\begin{equation*}
\left(\min _{j \in S} p_{i j}\right) \min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \frac{\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)}{1-\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \min _{j \in S} \sum_{i \in S} p_{i j}} \tag{3.33}
\end{equation*}
$$

for $l=1, \ldots, n$, if $\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \min _{j \in S} \sum_{i \in S} p_{i j}<1$.
In the proof we need the following result from [83].
Lemma 4 Let $X, Y \in R^{n \times n}$ with $X=X^{\prime}, Y=Y^{\prime}, X, Y \geq 0$. Then the following inequalities hold

$$
\begin{array}{r}
\lambda_{i+j-1}(X Y) \leq \lambda_{i}(X) \lambda_{j}(Y), \text { if } i+j \leq n+1 \\
\lambda_{i+j-n}(X Y) \geq \lambda_{i}(X) \lambda_{j}(Y), \text { if } i+j \geq n+1 \\
\sum_{k=1}^{l} \lambda_{k}(X+Y) \leq \sum_{k=1}^{l} \lambda_{k}(X)+\sum_{k=1}^{l} \lambda_{k}(Y) \\
\sum_{k=1}^{l} \lambda_{n-k+1}(X+Y) \geq \sum_{k=1}^{l} \lambda_{n-k+1}(X)+\sum_{k=1}^{l} \lambda_{n-k+1}(Y) \tag{3.37}
\end{array}
$$

3.3. MEAN SQUARE STABILITY

Proof. Denote

$$
\begin{equation*}
F_{i}=\sum_{j \in S} p_{i j} P_{j} \tag{3.38}
\end{equation*}
$$

From (3.21) it follows, by using (3.36) and (3.34), that

$$
\begin{gather*}
\sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \\
\sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\sum_{k=1}^{l} \lambda_{k}\left(A_{i}^{\prime} F_{i} A_{i}\right)=\sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\sum_{k=1}^{l} \lambda_{k}\left(F_{i} A_{i} A_{i}^{\prime}\right) \\
\leq \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\lambda_{1}\left(A_{i} A_{i}^{\prime}\right) \sum_{k=1}^{l} \lambda_{k}(F) \tag{3.39}
\end{gather*}
$$

Applying (3.36) to (3.38) implies

$$
\begin{equation*}
\sum_{k=1}^{l} \lambda_{k}\left(F_{i}\right) \leq \sum_{j \in S}\left(p_{i j} \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right)\right) \tag{3.40}
\end{equation*}
$$

Combining (3.39) with (3.40) yields to

$$
\begin{gather*}
\sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \\
\sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \sum_{j \in S}\left(p_{i j} \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right)\right) \tag{3.41}
\end{gather*}
$$

Summing up the above inequality over $i \in S$ we have

$$
\begin{gathered}
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+ \\
\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \sum_{i \in S} \sum_{j \in S}\left(p_{i j} \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right)\right)= \\
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \sum_{j \in S}\left(\left(\sum_{i \in S} p_{i j}\right) \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right)\right) \leq \\
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right)\left(\max _{j \in S} \sum_{i \in S} p_{i j}\right) \sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) .
\end{gathered}
$$

Solving this inequality with respect to $\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right)$ and taking into account that

$$
\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \max _{j \in S} \sum_{i \in S} p_{i j}<1
$$

we obtain

$$
\begin{equation*}
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \frac{\sum_{i \in S} \sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)}{1-\max _{j \in S} \lambda_{1}\left(A_{j} A_{j}^{\prime}\right) \max _{j \in S} \sum_{i \in S} p_{i j}} \tag{3.42}
\end{equation*}
$$

(3.39) implies also that

$$
\begin{gather*}
\sum_{k=1}^{l} \lambda_{k}\left(P_{i}\right) \leq \\
\sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\lambda_{1}\left(A_{i} A_{i}^{\prime}\right)\left(\sum_{j \in S}\left(p_{i j} \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right)\right)\right) \leq \\
\sum_{k=1}^{l} \lambda_{k}\left(Q_{i}\right)+\left(\max _{j \in S} p_{i j}\right) \lambda_{1}\left(A_{i} A_{i}^{\prime}\right) \sum_{j \in S} \sum_{k=1}^{l} \lambda_{k}\left(P_{j}\right) \tag{3.43}
\end{gather*}
$$

Applying (3.42) to the right hand side of (3.43) we have (3.32).
To proove (3.33) observe that the use of (3.27) and (3.35) to (3.21) gives

$$
\begin{gather*}
\sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+\sum_{k=1}^{l} \lambda_{n-k+1}\left(A_{i}^{\prime} F_{i} A_{i}\right)= \\
\sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+\sum_{k=1}^{l} \lambda_{n-k+1}\left(F_{i} A_{i} A_{i}^{\prime}\right) \geq \\
\sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+\lambda_{n}\left(A_{i} A_{i}^{\prime}\right) \sum_{k=1}^{l} \lambda_{n-k+1}\left(F_{i}\right) \geq \\
\sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \sum_{k=1}^{l} \lambda_{n-k+1}\left(F_{i}\right) \tag{3.44}
\end{gather*}
$$

Summing (3.44) over $i \in S$ we have

$$
\begin{gather*}
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \\
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(F_{i}\right) \tag{3.45}
\end{gather*}
$$

Applying (3.27) to (3.38) leads to

$$
\begin{equation*}
\sum_{k=1}^{l} \lambda_{n-k+1}\left(F_{i}\right) \geq \sum_{j \in S} p_{i j} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{j}\right) \tag{3.46}
\end{equation*}
$$

Combining (3.45) with (3.46) yields to

$$
\begin{gathered}
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+ \\
\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \sum_{i \in S}\left(\sum_{j \in S} p_{i j} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{j}\right)\right)= \\
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+ \\
\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \sum_{j \in S}\left(\left(\sum_{i \in S} p_{i j}\right) \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{j}\right)\right) \geq \\
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+ \\
\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \min _{j \in S} \sum_{i \in S} p_{i j} \sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right)
\end{gathered}
$$

Solving this inequality with respect to $\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right)$ and taking into account that

$$
\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \min _{j \in S} \sum_{i \in S} p_{i j}<1
$$

we obtain

$$
\begin{equation*}
\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \frac{\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)}{1-\min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \min _{j \in S} \sum_{i \in S} p_{i j}} \tag{3.47}
\end{equation*}
$$

Combining (3.44) and (3.46) we conclude that

$$
\begin{gathered}
\sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)+ \\
\left(\min _{j \in S} p_{i j}\right) \min _{j \in S} \lambda_{n}\left(A_{j} A_{j}^{\prime}\right) \sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right)
\end{gathered}
$$

Applying (3.47) to the right hand side of the above inequality we obtain (3.33).

### 3.4 Almost sure stability

It is well known that in practical applications, what is observed is sample path behavior rather than moment behavior, therefore almost sure stability is much more desirable than any moment stability. However, the analysis of almost sure stability is much more difficult than moment stability, this is why in the literature there are much more results for moment stability (especially second moment stability). Although moment stability, as we will see, implies almost sure stability, the stability criteria for high moments (say, second moment) as almost sure stability criteria are too conservative to be useful in practical applications. From our discussions in Section 2.2 about one dimensional systems, we know that almost sure stability is equivalent to stability of certain small moments. Therefore it is reasonable to use lower moment stability to study almost sure stability. In this section, we will devote our effort to the study of almost sure stability.

When relations between ASS and stability of matrices $A_{i}$ are considered the first impression could be that if each matrix $A_{i}$ is stable then system (3.1) is ASS. The next example shatters this expectation.

Example 9 Consider system (3.1) with $n=2, s=2$,

$$
A_{1}=\left[\begin{array}{cc}
\frac{1}{2} & 1 \\
0 & \frac{1}{3}
\end{array}\right], A_{2}=\left[\begin{array}{cc}
\frac{4}{5} & 0 \\
1 & \frac{1}{5}
\end{array}\right]
$$

Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

Then for initial distribution $\pi: P(r(0)=1)=1$ we have

$$
\begin{aligned}
x\left(2 N, x_{0}, \pi\right)= & \left(\left[\begin{array}{ll}
\frac{1}{2} & 1 \\
0 & \frac{1}{3}
\end{array}\right]\left[\begin{array}{ll}
\frac{4}{5} & 0 \\
1 & \frac{1}{5}
\end{array}\right]\right)^{N} x_{0}= \\
& {\left[\begin{array}{ll}
\frac{7}{5} & \frac{1}{5} \\
\frac{1}{3} & \frac{1}{15}
\end{array}\right]^{N} x_{0} . }
\end{aligned}
$$

Because matrix

$$
\left[\begin{array}{ll}
\frac{7}{5} & \frac{1}{5} \\
\frac{1}{3} & \frac{1}{15}
\end{array}\right]
$$

has eigenvalue $\frac{11}{15}+\frac{1}{15} \sqrt{115}>1$, therefore

$$
\lim _{N \rightarrow \infty}\left\|x\left(2 N, x_{0}, \pi\right)\right\|=\infty
$$

for $x_{0} \neq 0$ and by Theorem 15 this system is not ASS, although both $A_{1}$ and $A_{2}$ are stable.

Quite opposite situation is also possible e.i. each matrices $A_{i}$ are unstable but the system (3.1) is stable. This is demonstrated in the next example.

Example 10 Consider system (3.1) with $n=2, s=2$,

$$
A_{1}=\left[\begin{array}{ll}
2 & 1 \\
6 & 3
\end{array}\right], A_{2}=\left[\begin{array}{ll}
2 & 0 \\
-4 & 0
\end{array}\right]
$$

Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{ll}
p_{11} & p_{12} \\
p_{21} & p_{22}
\end{array}\right]
$$

where $p_{i j}>0$ for all $i, j \in\{1,2\}$. Observe that

$$
A_{1} A_{2}=0
$$

Then for initial distribution $\pi: P(r(0)=1)=\pi_{1}>0, P(r(0)=2)=\pi_{2}>0$ we have

$$
P_{\pi}\left(x\left(N+1, x_{0}, \pi\right)=0\right)=1 \text { for } N \geq \tau
$$

where

$$
\tau=\min \{k: r(k+1)=2, r(k)=1\}
$$

Since

$$
P_{\pi}(\tau<\infty)=1
$$

therefore

$$
P_{\pi}\left(\lim _{N \rightarrow \infty} x\left(N, x_{0}, \pi\right)=0\right)=1
$$

that means that the system is $\pi-A S S$. By Theorem 16 it is ASS, even though both $A_{1}$ and $A_{2}$ are unstable.

To understand the possible difficulties arising in the analysis of ASS better consider the following example.

Example 11 Consider system (3.1) with $n=2, s=2$,

$$
A(1)=\left[\begin{array}{ll}
0 & a \\
b & 0
\end{array}\right], A(2)=\left[\begin{array}{cc}
\alpha & 0 \\
0 & \beta
\end{array}\right]
$$

Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{ll}
0 & 1 \\
p & 1-p
\end{array}\right]
$$

Then

$$
P^{n}=\left[\begin{array}{cc}
\frac{p+(-p)^{n}}{1+p} & -\frac{-1+(-p)^{n}}{1+p} \\
-p \frac{-1+(-p)^{n}}{1+p} & \frac{1+p(-p)^{n}}{1+p}
\end{array}\right]
$$

and

$$
P^{n} \underset{n \rightarrow \infty}{\rightarrow}\left[\begin{array}{ll}
\frac{p}{1+p} & \frac{1}{1+p} \\
\frac{p}{1+p} & \frac{1}{1+p}
\end{array}\right]
$$

Consider the initial distribution $\pi_{1}: P(r(0)=1)=1$. Let $0=\tau_{1}<\tau_{2}<\ldots$ be the times $n$ with $r(n)=1$ and

$$
\eta_{k}=\tau_{k+1}-\tau_{k}-1, k=1,2 \ldots
$$

In this notation $\tau_{k}$ is the moment when $r(n)$ visited state 1 for the $k$-th time and $\eta_{k}$ is the time of being in state 2 after $k$-th visit in state 1. Then for each $l \in N$ there exists exactly one $k(l)$ such that $\tau_{k(l)} \leq l<\tau_{k(l)+1}$. With this hint we have

$$
X(l):=\prod_{i=0}^{l} A(r(i))=A(1) A^{\eta_{1}}(2) A(1) \ldots A^{\eta_{k-1}}(2) A(1) A^{l-\tau_{k(l)}}(2)
$$

because, according to the structure of $P$ we know that after each visit in state 1 the chain goes to state 2. Observe that

$$
A(1) A^{m}(2)=\left[\begin{array}{cc}
0 & a \beta^{m} \\
b \alpha^{m} & 0
\end{array}\right]
$$

and hence

$$
X(l)=\left\{\begin{array}{c}
{\left[\begin{array}{ll}
0 & d_{1}(l) \\
d_{2}(l) & 0
\end{array}\right] \text { for } k(l)=2 s(l)+1 \text { for some } s \in N} \\
{\left[\begin{array}{cc}
d_{3}(l) & 0 \\
0 & d_{4}(l)
\end{array}\right] \text { for } k(l)=2 s(l) \quad \text { for some } s \in N}
\end{array}\right.
$$

where

$$
\begin{aligned}
& d_{1}(l)=a^{s(l)+1} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \beta^{l-\tau_{k(l)}} \\
& d_{2}(l)=a^{s(l)} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)-1} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \alpha^{l-\tau_{k(l)}} \\
& d_{3}(l)=a^{s(l)} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)-1} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \alpha^{l-\tau_{k(l)}} \\
& d_{4}(l)=a^{s(l)} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \beta^{\sum_{i=1}^{s(l)-1} \eta_{2 i}} \beta^{l-\tau_{k(l)}}
\end{aligned}
$$

From Theorem 59 in the Apenndix with function $f$ given by $f(1)=0$ and $f(2)=1$ we obtain

$$
\begin{equation*}
\frac{\sum_{i=1}^{k} \eta_{i}}{k} \underset{k \rightarrow \infty}{\underset{k}{\text { a.c }}} \frac{1}{1+p} \tag{3.48}
\end{equation*}
$$

and therefore

$$
\begin{align*}
& \frac{\sum_{i=1}^{s(l)} \eta_{2 i-1}}{l} \underset{l \rightarrow \infty}{\underset{l \rightarrow c}{a, c}} \frac{1}{2(1+p)}  \tag{3.49}\\
& \frac{\sum_{i=1}^{s(l)-1} \eta_{2 i}}{l} \underset{l \rightarrow \infty}{\text { a.c }} \frac{1}{2(1+p)} \tag{3.50}
\end{align*}
$$

We also know ([50], Lemma 12, p.85)

$$
\frac{k(l)}{l} \underset{l \rightarrow \infty}{\text { a.c }} \frac{p}{1+p}
$$

and

$$
\frac{\tau_{k(l)}}{l} \underset{l \rightarrow \infty}{\text { a.c }} 1
$$

therefore

$$
\begin{gather*}
\frac{s(l)}{l} \underset{l \rightarrow \infty}{\stackrel{a . c}{\Rightarrow}} \frac{p}{2(1+p)}  \tag{3.51}\\
\frac{l-\tau_{k(l)}}{l} \underset{l \rightarrow \infty}{\text { a.c. }} 0 \tag{3.52}
\end{gather*}
$$

Using these we get

$$
\begin{gathered}
\frac{1}{l} \ln \left|a^{s(l)+1} b^{s(l)} \alpha^{\sum_{l=1}^{s(l)} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \beta^{l-\tau_{k(l)}}\right| \underset{l \rightarrow \infty}{\stackrel{a . c}{\longrightarrow}} \\
\frac{p}{2(1+p)} \ln |a b|+\frac{1}{2(1+p)} \ln |\alpha \beta|
\end{gathered}
$$

and the same limit have all the other logarithms of the nonzero entries of $X(l)$. So the sufficient condition for $\pi_{1}-A S S$ is

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}<1
$$

It is also clear that if

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}>1
$$

then $\|X(l)\| \underset{l \rightarrow \infty}{\text { a.c. }} \infty$ and the system is not $\pi_{1}-A S S$. The case

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}=1
$$

requires further investigations.
Consider now the initial distribution $\pi_{2}$ is $P(r(0)=2)=1$.

$$
X(l):=\prod_{i=0}^{l} A(r(i))=A^{\eta_{1}}(2) A(1) A^{\eta_{2}}(2) A(1) \ldots
$$

because of the structure of $P$. Now we have

$$
A^{m}(2) A(1)=\left[\begin{array}{cc}
0 & \alpha^{m} a \\
\beta^{m} b & 0
\end{array}\right]
$$

and hence

$$
X(l)=\left\{\begin{array}{l}
{\left[\begin{array}{ll}
0 & \tilde{d}_{1}(l) \\
\tilde{d}_{2}(l) & 0 \\
\tilde{d}_{3}(l) & 0 \\
0 & \tilde{d}_{4}(l)
\end{array}\right] \text { for } k(l)=2 s(l) \quad \text { for } k(l)=2 s(l)+1 \text { for some } s \in N}
\end{array}\right.
$$

where

$$
\begin{gathered}
\tilde{d}_{1}(l)=a^{s(l)+1} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i}} \beta^{l-\tau_{k(l)}} \\
\tilde{d}_{2}(l)=a^{s(l)} b^{s(l)+1} \alpha^{\sum_{i=1}^{s(l)-1} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \alpha^{l-\tau_{k(l)}} \\
\tilde{d}_{3}(l)=a^{s(l)} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)-1} \eta_{2 i-1}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i}} \alpha^{l-\tau_{k(l)}} \\
\tilde{d}_{4}(l)=a^{s(l)} b^{s(l)} \alpha^{\sum_{i=1}^{s(l)} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)-1} \eta_{2 i-1}} \beta^{l-\tau_{k(l)}}
\end{gathered}
$$

Using (3.48)-(3.52) we get

$$
\begin{gathered}
\frac{1}{l} \ln \left|a^{s(l)} b^{s(l)+1} \alpha^{\sum_{i=1}^{s(l)-1} \eta_{2 i}} \beta^{\sum_{i=1}^{s(l)} \eta_{2 i-1}} \alpha^{l-\tau_{k(l)}}\right| \underset{l \rightarrow \infty}{a . c} \\
\frac{p}{2(1+p)} \ln |a b|+\frac{1}{2(1+p)} \ln |\alpha \beta|
\end{gathered}
$$

$\frac{\text { and the same limit have all the other logarithms of the nonzero entries of }}{\widetilde{X}}$ $\widetilde{X}(l)$. So the sufficient conditions for $\pi_{2}-A S S$ is the some as for $\pi_{1}-A S S$. We also know that if

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}>1
$$

then the system is neither $\pi_{1}-A S S$ nor $\pi_{2}-A S S$. The case

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}=1
$$

requires further investigations. By Theorem 15 we conclude that the system is $A S S$ if

$$
|a b|^{\frac{p}{2(1+p)}}|\alpha \beta|^{\frac{1}{2(1+p)}}<1
$$

Now we present several sufficient conditions for ASS. To present the first result let introduce the following notation. For a positive integer $v$ we define the stochastic process $\tilde{r}_{v}(k)$, taking values in $S^{v}$, as

$$
\tilde{r}_{v}(k)=(r(k v+v-1), \ldots, r(k v)), k=0,1, \ldots
$$

Clearly $\tilde{r}_{v}(k)$ is a Markov chain and for $\tilde{i}_{v}, \tilde{j}_{v} \in S^{v}$,

$$
\tilde{i}_{v}=\left(i_{v-1}, \ldots, i_{0}\right), \tilde{j}_{v}=\left(j_{v-1}, \ldots, j_{0}\right)
$$

the transition probability of $\tilde{r}_{v}(k)$ are

$$
\begin{gathered}
\tilde{p}\left(i_{v}, j_{v}\right)=P\left(\tilde{r}_{v}(k+1)=\tilde{j}_{v} \mid \tilde{r}_{v}(k)=\tilde{i}_{v}\right)= \\
p\left(i_{v-1}, j_{0}\right) p\left(j_{0}, j_{1}\right) \ldots p\left(j_{v-2}, j_{v-1}\right)
\end{gathered}
$$

Suppose that the Markov chain is ergodic then there exists a limit distribution:

$$
\lim _{n \rightarrow \infty} p(n, i, j)=\pi_{j}
$$

and therefore

$$
\lim _{n \rightarrow \infty} \tilde{p}\left(n, \tilde{i}_{v}, \tilde{j}_{v}\right)=\pi_{\tilde{j}_{v}}
$$

where

$$
\pi_{\tilde{j}_{v}}=\pi_{j_{0}} p\left(j_{0}, j_{1}\right) \ldots p\left(j_{v-2}, j_{v-1}\right)
$$

Now for all $\tilde{i}_{v} \in S^{v}, \tilde{i}_{v}=\left(i_{v-1}, \ldots, i_{0}\right)$ we define

$$
\tilde{A}_{i_{v}}=A_{i_{v-1}} \ldots A_{i_{0}}
$$

Theorem 30 [24]Suppose that the Markov chain is ergodic. If for some positive integer $v$ and some matrix norm $\|*\|$ we have

$$
\prod_{\tilde{i}_{v} \in S^{v}}\left\|\tilde{A}_{i_{v}}\right\|^{\tilde{\pi}_{i v}}<1
$$

then system (3.1) is ASS.
The next result is taken from [42].
Theorem 31 If there exist positive definite matrices $Q_{i}, i \in S$ such that

$$
\sup _{\|x\|=1} \prod_{j=1}^{s}\left(\frac{x^{\prime} A_{i}^{\prime} Q_{j} A_{i} x}{x^{\prime} Q_{i} x}\right)^{p_{i j}}<1
$$

for all $i \in S$, then system (3.1) is ASS.

The last theorem has been generalized.. To present this generalization we introduce the following notations. For positive integer $m$, sequence $Q=$ $\left(Q_{1}, \ldots, Q_{s}\right)$ of positive definite matrices of size $n \times n$, vector $x \in R^{n}$ and states $i, j_{1}, \ldots, j_{m} \in S$ denote

$$
\begin{gathered}
\mu\left(i, m,, j_{1}, \ldots, j_{m}, Q, x\right)= \\
\left(\frac{\left.x^{\prime} A_{i}^{\prime} A_{j_{1}}^{\prime} \ldots A_{j_{m-1}}^{\prime} Q_{j_{m}} A_{j_{m-1} \ldots A_{j_{1}} A_{i} x}^{x^{\prime} Q_{i} x}\right)^{p_{i j_{1} \ldots p_{j-1} j_{m}}}}{} .\right.
\end{gathered}
$$

and

$$
\Gamma(i, m, Q, x)=\prod_{j_{1}=1}^{s} \prod_{j_{2}=1}^{s} \ldots \prod_{j_{m}=1}^{s} \mu\left(i, m,, j_{1}, \ldots, j_{m}, Q, x\right)
$$

The following generalization of Theorem 31 has been proved in [79].
Theorem 32 If there exist positive definite matrices $Q_{i}, i \in S$ and positive integer $m$ such that

$$
\sup _{\|x\|=1} \Gamma(i, m, Q, x)<1
$$

for all $i \in S$, then system (3.1) is ASS.
The fact that Theorem 32 is a generalization of Theorem 31 is demonstrated in the next example.

Example 12 Consider system (3.1) with $n=2, s=2$,

$$
A(1)=\left[\begin{array}{ll}
\sqrt{2} & 0 \\
0 & a
\end{array}\right], A(2)=\left[\begin{array}{ll}
a & 0 \\
0 & \sqrt{2}
\end{array}\right]
$$

with $a>0$. Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{ll}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right]
$$

Let try to use Theorem 31 with $Q_{1}=Q_{2}=I$. Then

$$
\sup _{\|x\|=1} \prod_{j=1}^{s}\left(\frac{x^{\prime} A_{1}^{\prime} A_{1} x}{x^{\prime} x}\right)^{p_{1 j}}=\sup _{\|x\|=1} \frac{x^{\prime}\left[\begin{array}{cc}
2 & 0 \\
0 & a^{2}
\end{array}\right] x}{x^{i} x} \geq
$$

$$
\frac{\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{\prime}\left[\begin{array}{ll}
2 & 0 \\
0 & a^{2}
\end{array}\right]\left[\begin{array}{l}
1 \\
0
\end{array}\right]}{\left[\begin{array}{l}
1 \\
0
\end{array}\right]^{\prime}\left[\begin{array}{l}
1 \\
0
\end{array}\right]}=2
$$

and we can not say that the system is stable. When we use Theorem 32 for $m=2$ with the same $Q_{1}$ and $Q_{2}$ we have

$$
\sup _{\|x\|=1} \prod_{j=1}^{2} \prod_{l=1}^{2}\left(\frac{x^{\prime} A_{1}^{\prime} A_{l}^{\prime} A_{l} A_{1} x}{x^{\prime} x}\right)^{p_{11} p_{l j}}=2 \sqrt{2} a
$$

and

$$
\sup _{\|x\|=1} \prod_{j=1}^{2} \prod_{l=1}^{2}\left(\frac{x^{\prime} A_{2}^{\prime} A_{l}^{\prime} A_{l} A_{2} x}{x^{\prime} x}\right)^{p_{2 l} p_{l j}}=2 \sqrt{2} a
$$

Therefore this system is stable for

$$
\begin{equation*}
a<\frac{\sqrt{2}}{4} \tag{3.53}
\end{equation*}
$$

Notice also that in this case Theorem 32 gives also necessary conditions for almost sure stability. It is not difficult to observe that stability of the system is equivalent to stability of one dimensional system

$$
x(k+1)=a(r(k)) x(k)
$$

with $a(1)=a$ and $a(2)=\sqrt{2}$. Because in our case the Markov chain is ergodic with limit distribution

$$
\pi: \pi_{1}=\pi_{2}=0.5
$$

therefore by Theorem 21 it is stable if and only if

$$
1>|a(1)|^{\pi_{1}}|a(2)|^{\pi_{2}}=(a)^{0.5}(\sqrt{2})^{0.5}
$$

and this is possible only if (3.53) holds.
Another sufficient conditions for ASS may be obtained from our consideration about one dimensional systems. It is given in the next theorem.

Theorem 33 Suppose that the Markov chain is ergodic with limit distribution

$$
\left(\pi_{1}, \ldots, \pi_{s}\right)
$$

and suppose that for certain matrix norm $\|*\|$ with the property $\|X Y\| \leq$ $\|X\|\|Y\|$ we have

$$
\left\|A_{1}\right\|^{\pi_{1}}\left\|A_{2}\right\|^{\pi_{2}} \ldots\left\|A_{s}\right\|^{\pi_{s}}<1
$$

Then system (3.1) is ASS.

Proof. By the property of the norm we have

$$
\|A(r(N)) A(r(N-1)) \ldots A(r(0))\| \leq\left\|A_{1}\right\|^{\tau_{1}(N)}\left\|A_{2}\right\|^{\tau_{2}(N)} \ldots\left\|A_{s}\right\|^{\tau_{s}(N)}
$$

where

$$
\tau_{i}(k)=\sum_{l=0}^{k} 1_{\{r(l)=i\}}
$$

Therefore

$$
\begin{gathered}
\lim _{N \rightarrow \infty} \frac{1}{N} \ln \|A(r(N)) A(r(N-1)) \ldots A(r(0))\| \leq \\
\lim _{N \rightarrow \infty} \frac{1}{N} \ln \left\|A_{1}\right\|^{\tau_{1}(N)}\left\|A_{2}\right\|^{\tau_{2}(N)} \ldots\left\|A_{s}\right\|^{\tau_{s}(N)}= \\
\sum_{i=1}^{s} \pi_{i} \ln \left\|A_{i}\right\|
\end{gathered}
$$

In the last step we use Theorem 59. By the assumption the right hand side is negative and therefore

$$
\|A(r(N)) A(r(N-1)) \ldots A(r(0))\| \underset{N \rightarrow \infty}{\rightarrow} 0, \text { a.s. }
$$

this implies ASS of (3.1).
We can also use the consideration about one dimensional systems to obtain necessary and sufficient conditions for ASS of (3.1) in case when matrices $A(i), i \in S$ can be simultaneously diagonalized. This is done in the next theorem.

Theorem 34 If matrices $A(i), i \in S$ can be simultaneously diagonalized to the following form

$$
T^{-1} A(i) T=\left[\begin{array}{lll}
\lambda_{1}(i) & & 0 \\
& \ddots & \\
0 & & \lambda_{n}(i)
\end{array}\right]
$$

then

1. system (3.1) is $\delta-M S$ if and only if

$$
\rho\left(P^{\prime} D_{\delta}^{(v)}\right)<1, v=1, \ldots, n
$$

where

$$
D_{\delta}^{(v)}=\operatorname{diag}\left[\left|\lambda_{v}(i)\right|^{\delta}\right]_{i=1, \ldots, s}
$$

2. if in addition $r(k)$ is ergodic with limit distribution $\pi=\left(\pi_{i}\right)_{i \in S}$ then system (3.1) is ASS if and only if it is $\delta-M S$ for all $\delta<\delta_{0}$ for certain $\delta_{0}>0$ and this is equivalent to the following

$$
\left|\lambda_{v}(i)\right|^{\pi_{1}} \ldots\left|\lambda_{v}(i)\right|^{\pi_{s}}<1, v=1, \ldots, n
$$

Proof. Under the assumption of the Theorem $\delta-\mathrm{MS}$ (ASS) of (3.1) is equivalent to $\delta-\mathrm{MS}$ (ASS) of each scalar systems

$$
x(k+1)=\lambda_{v}(r(k)) x(k), v=1, \ldots, n
$$

Therefore the conclusion follows from Theorem 18, Theorem 21, and Theorem 22.

We have obtained this result as a simple consequence of our one dimensional consideration. It can be generalized, however it requires deeper analysis. It is natural to expect that if the matrices pairwise commute then the stability problem should be easier. If the matrices $A(i), i \in S$ can be simultaneously diagonalized then they pairwise commute, therefore the last theorem includes the case of commuting matrices. However if $A(i), i \in S$ pairwise commute then it does not guarantee simultaneous transformation to a diagonal form, but then according to [56], there exists a unitary matrix $T$ such that they can be transformed by this similarity transformation to the upper triangular forms. The next theorem deals with such a situation.

Theorem 35 Suppose that the Markov chain $r(k)$ is ergodic with limit distribution $\pi=\left(\pi_{i}\right)_{i \in S}$ and that the matrices $A(i), i \in S$ can be simultaneously transformed by a similarity transformation $T$ to upper triangular form

$$
T^{-1} A(i) T=\left[\begin{array}{llll}
\lambda_{i}(1) & * & \cdots & *  \tag{3.54}\\
0 & \lambda_{i}(2) & \cdots & * \\
\vdots & & \ddots & \\
0 & \cdots & 0 & \lambda_{i}(n)
\end{array}\right], i \in S
$$

Then, a necessary and sufficient condition for almost sure stability of system (3.1) is

$$
\begin{equation*}
\left|\lambda_{1}(l)\right|^{\pi_{1}}\left|\lambda_{2}(l)\right|^{\pi_{2}} \ldots\left|\lambda_{s}(l)\right|^{\pi_{s}}<1 \tag{3.55}
\end{equation*}
$$

for all $l=1, \ldots, n$.
For the first time this theorem appears in [43] as a necessary sufficient of ASS in case of $r(k)$ being a sequence of independent and identically distributed discrete random variables. In this paper the necessity of this conditions
for $n=2$ has also been shown. Next in [41] the necessity of this conditions for $n>2$ has also been shown in the case of a sequence of independent and identically distributed discrete random variables. It appears that this proof works also with slight modifications for ergodic Markov chain. This is done below.
Proof. We start with the proof of necessity of condition (3.55). If the system (3.1) is ASS, then all elements of matrix

$$
A((r(k)) A((r(k-1)) \ldots A((r(0))
$$

tend to zero almost surely when $k$ tends to infinity. In particular all diagonal elements do so. Therefore ASS of (3.1) implies ASS of each of scalar systems

$$
y_{i}(k+1)=\lambda_{i}(r(k)) y_{i}(k), i \in S
$$

This in light of Theorem 21 implies (3.55).
Now we show the sufficiency of (3.55). Without loss of generality, we can assume that all $A(i), i \in S$ are in upper diagonal form (3.54). Let $b$ be the upper bound of the absolute values of the off-diagonal elements of $A(i)$, $i \in S$. Consider the following jump linear system

$$
\begin{equation*}
\bar{x}(k+1)=\bar{A}(r(k)) \bar{x}(k) \tag{3.56}
\end{equation*}
$$

where

$$
\bar{A}(i)=\left[\begin{array}{llll}
\left|\lambda_{i}(1)\right| & b & \cdots & b \\
0 & \left|\lambda_{i}(2)\right| & \cdots & b \\
\vdots & & \ddots & \\
0 & \cdots & 0 & \left|\lambda_{i}(n)\right|
\end{array}\right]
$$

It is straightforward to verify that ASS of (3.56) implies ASS of (3.1). We show that (3.55) implies ASS of (3.56). Let

$$
\begin{aligned}
G(k) & =\bar{A}((r(k)) \bar{A}((r(k-1)) \ldots \bar{A}((r(0))= \\
& {\left[\begin{array}{llll}
g_{11}(k) & g_{12}(k) & \cdots & g_{1 n}(k) \\
0 & g_{22}(k) & & g_{2 n}(k) \\
\vdots & & \ddots & \vdots \\
0 & \cdots & 0 & g_{n n}(k)
\end{array}\right] . }
\end{aligned}
$$

The ASS of (3.56) is equivalent to the fact that all elements of $G(k)$ tends almost surely to zero when $k$ tends to infinity. To proceed, we use induction on the $n$. If $n=1, G(k)$ tends almost sure to zero by Theorem 21. Suppose that it is true for $n-1$. Because of the triangular structure of $G(k)$ and
the induction hypotesis, it is sufficient to show that for $n$ the elements of the last column of $G(k)$ are converging to zero almost surely. From $G(k)=$ $\bar{A}((r(k)) G(k-1)$ we obtain recursive formulas for the elements of the last column

$$
\begin{gathered}
g_{m n}(k)=\left|\lambda_{r(k)}(m)\right| g_{m n}(k-1)+b \sum_{l=m}^{n} g_{l+1, n}(k-1), l=1,2,, n-1 \\
g_{n n}(k)=\left|\lambda_{r(k)}(n)\right| g_{n \mathbb{B}}(k-1)
\end{gathered}
$$

Again by Theorem 21 assumption (3.55) implies that $g_{n n}(k)$ tends almost surely to zero at an exponential rate. Therefore, there exists $0<\rho_{n}<1$ and random variable $M_{n}$ such that for all $k$

$$
g_{n n}(k) \leq M_{n} \rho_{n}^{k}
$$

Now, we use an induction argument on the index $m$ of $g_{m n}(k)$ to show that for each $1 \leq m \leq n$, there exists a $0<\rho_{m}<1$ and random variable $M_{m}$ which is a polynomial in the variable $k$ such that for all $k$

$$
\begin{equation*}
g_{m n}(k) \leq M_{m} \rho_{m}^{k} \tag{3.58}
\end{equation*}
$$

From this, we can conclude that $g_{m n}(k)$ tends to zero almost surely for all $1 \leq m \leq n$. We proceed as follows: Suppose that for some $1<m<n$, there exists $M_{m}, M_{m+1}, \ldots, M_{n}$ and $\rho_{m}, \rho_{m+1}, \ldots, \rho_{n}<1$, such that (3.58) holds. We show that (3.58) holds for $m-1$. From (3.57), we have

$$
\begin{gather*}
g_{m-1 n}(k)=\left|\lambda_{r(k)}(m-1)\right| g_{m-1 n}(k-1)+b \sum_{l=m-1}^{n} g_{l+1, n}(k-1)= \\
\left|\lambda_{r(k)}(m-1)\right|\left|\lambda_{r(k-1)}(m-1)\right| \ldots\left|\lambda_{r(1)}(m-1)\right| g_{m-1 n}(0)+ \\
b \sum_{l=1}^{k-1}\left|\lambda_{r(k)}(m-1)\right|\left|\lambda_{r(k-1)}(m-1)\right| \ldots \\
\left|\lambda_{r(l+1)}(m-1)\right|\left(g_{m n}(l-1)+\ldots g_{n n}(l-1)\right)+ \\
b\left(g_{m n}(k-1)+\ldots g_{n n}(k-1)\right) . \tag{3.59}
\end{gather*}
$$

We see that the last term almost surely converges to zero at an exponential rate because of the induction hypotesis. Actually, let

$$
\bar{M}_{m-1}=\max _{m \leq l \leq n} M_{l} \text { and } \bar{\rho}_{m-1}=\max _{m \leq l \leq n} \rho_{l}
$$

We have

$$
\begin{equation*}
b\left(g_{m n}(k-1)+\ldots g_{n n}(k-1)\right) \leq n b \bar{M}_{m-1}\left(\bar{\rho}_{m-1}\right)^{k} \tag{3.60}
\end{equation*}
$$

By Theorem 21 we also know that the first term in (3.59) tends to zero almost surely at an exponential rate so there exists $\widetilde{M}_{m-1}>0$ and $0<\tilde{\rho}_{m-1}<1$ such that

$$
\begin{gather*}
\left|\lambda_{r(k)}(m-1)\right|\left|\lambda_{r(k-1)}(m-1)\right| \ldots\left|\lambda_{r(1)}(m-1)\right| g_{m-1 n}(0) \leq \\
\widetilde{M}_{m-1}\left(\tilde{\rho}_{m-1}\right)^{k} \tag{3.61}
\end{gather*}
$$

Now we consider the second term in (3.59). Again by Theorem 21 there exists $\widehat{M}_{m-1}>0$ and $0<\hat{\rho}_{m-1}<1$ such that

$$
\left|\lambda_{r(k)}(m-1)\right|\left|\lambda_{r(k-1)}(m-1)\right| \ldots\left|\lambda_{r(l+1)}(m-1)\right| \leq \widehat{M}_{m-1}\left(\hat{\rho}_{m-1}\right)^{k-l}
$$

Let

$$
\rho_{m-1}=\max \left\{\bar{\rho}_{m-1}, \tilde{\rho}_{m-1}, \hat{\rho}_{m-1}\right\}
$$

and

$$
M_{m-1}^{\prime}=\max \left\{\bar{M}_{m-1}, \widetilde{M}_{m-1}, \widehat{M}_{m-1}\right\}
$$

Then, it follows that the second term in (3.59) satisfies the inequality

$$
\begin{gather*}
b \sum_{l=1}^{k-1}\left|\lambda_{r(k)}(m-1)\right|\left|\lambda_{r(k-1)}(m-1)\right| \ldots \\
\left|\lambda_{r(l+1)}(m-1)\right|\left(g_{m n}(l-1)+\ldots g_{n n}(l-1)\right) \leq \\
b \sum_{l=1}^{k-1} \widehat{M}_{m-1}\left(\hat{\rho}_{m-1}\right)^{k-l}\left(M_{m} \rho_{m}^{l}+\ldots M_{n} \rho_{n}^{l}\right) \leq \\
n b\left(M_{m}^{\prime}\right)^{2} k\left(\rho_{m-1}\right)^{k} \tag{3.62}
\end{gather*}
$$

Combining (3.60), (3.61) and (3.62), we conclude that there exists $0<\rho_{m}<1$ and random variable $M_{m-1}$ which is a polynomial in the variable $k$ such that for all $k$

$$
g_{m-1 n}(k) \leq M_{m-1} \rho_{m-1}^{k}
$$

This completes the proof.
From this theorem we see that under the assumption on the simultaneously upper triangularisation stability of each matrices $A(i), i \in S$ implies

ASS of the system. We have already noticed (see Example 9) that in general it is not true.

Now we will use the Lyapunov exponent method to study ASS of (3.1). The main idea of this method is to examine formulae

$$
\lim _{k \rightarrow \infty} \frac{1}{k} \ln \| A((r(k)) A((r(k-1)) \ldots A((r(0)) \|
$$

or

$$
\lim _{k \rightarrow \infty} \frac{1}{k} \ln \left\|x\left(k, x_{0}, \pi\right)\right\|
$$

The first question is if the limits exist, next how they depend on the initial distribution of the Markov chain, the choice of matrix norm, and (in the second case) on the initial condition $x_{0}$. Another problem is that even though all matrices $A(i), i \in S$ are nonzero the product $A((r(k)) A((r(k-1)) \ldots A((r(0))$ may be a zero matrix (see Example 10). To deal with the last problem we extend $\ln (*)$ as follows

$$
\ln (x)=\left\{\begin{array}{l}
\ln (x) \text { for } x>0 \\
-\infty \text { for } x=0 \\
\infty \text { for } x=\infty
\end{array}\right.
$$

The next theorem collects main results about Lyapunov exponents presented in [48], [90], and [51].
Theorem 36 Suppose that all matrices $A(i), i \in S$ are non singular, and the Markov chain $r(k)$ is ergodic. Then the limits

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{\grave{k}} \ln \| A((r(k)) A((r(k-1)) \ldots A((r(0)) \| \tag{3.63}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} E_{\pi} \ln \| A((r(k)) A((r(k-1)) \ldots A((r(0)) \| \tag{3.64}
\end{equation*}
$$

exist and are finite constants, they do not depend on the matrix norm and initial distribution $\pi$ and they are equal. Moreover if the limit is negative then (3.1) is ASS and if it is greater then 1 then (3.1) is not ASS. In addition there exists a proper subspace $L$ of $R^{n}$ such that for all $x_{0} \in R^{n} \backslash L$ the limit

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} \ln \left\|x\left(k, x_{0}, \pi\right)\right\| \tag{3.65}
\end{equation*}
$$

exists and does not depend on the initial distribution $\pi$ as well as on the vector norm and is equal to (3.63) and

$$
\lim _{k \rightarrow \infty} \frac{1}{k} \ln \| A((r(k)) A((r(k-1)) \ldots A((r(0)) \|=
$$

$$
\max _{x_{0} \neq 0} \lim _{k \rightarrow \infty} \frac{1}{k} \ln \left\|x\left(k, x_{0}, \pi\right)\right\|
$$

Definition 5 The common value of (3.63), (3.64), and (3.65) is called the largest sample path Lyapunov exponent of system (3.1).

Theorem 36, even though very interesting from theoretical point of view, is useless in practical development of stability unless we can calculate the value of the largest Lyapunov exponent or even its sign. Some results in this direction are presented in the next section in the context of relations between the Lyapunov exponent just introduced and $\delta$-moment Lyapunov exponent. There is one more problem with this approach to almost sure stability. The above theorem leaves as unsolved the case of zero Lyapunov exponent. It is worth to notice that our consideration about one dimensional systems is based on the idea of Lyapunov exponent. However in this case we were able to present explicit formulas for the largest Lyapunov exponent as well as we were able to deal with the case of zero Lyapunov exponent.

## $3.5 \quad \delta$-moment stability

This section is devoted to study of the concept of $\delta-\mathrm{MS}$ of system (3.1). We start with the following property of $\delta-\mathrm{MS}$.

Theorem 37 The following conditions are equivalent to $\delta-M S$ of system (3.1).

1. there exist constant $M>0$ and $0<\rho<1$ such that

$$
\begin{equation*}
E_{\pi}\left\|x\left(k, x_{0}, \pi\right)\right\|^{\delta} \leq M \rho^{k} \tag{3.66}
\end{equation*}
$$

2. the series $\sum_{k=0}^{\infty} E_{\pi}\left\|x\left(k, x_{0}, \pi\right)\right\|^{\delta}$ converges for all $x_{0} \in R^{n}$ and all initial distributions $\pi$.

Proof. It is clear that (3.66) implies that $\sum_{k=0}^{\infty} E_{\pi}\left\|x\left(k, x_{0}, \pi\right)\right\|^{\delta}$ converges and the convergence in turn implies $\delta-\mathrm{MS}$ of system (3.1). Suppose now that system (3.1) is $\delta-\mathrm{MS}$. Let $\pi_{i}, i \in S$ be the initial distribution of the Markov chain which is defined by the $i$-th row of the matrix $P$ and let $\pi$ be any initial distribution. From the $\delta-\mathrm{MS}$, we have

$$
\lim _{k \rightarrow \infty} \max _{1 \leq i \leq s} E_{\pi_{i}} \| A\left(( r ( k ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta}=0\right.\right.\right.
$$

Then for any $0<\eta<1$ given, there exists an integer $m$ such that

$$
\max _{1 \leq i \leq s} E_{\pi_{i}} \| A\left(( r ( m - 1 ) ) A \left(( r ( m - 2 ) ) \ldots A \left((r(0)) \|^{\delta} \leq \eta\right.\right.\right.
$$

By the time homogeneous property, there exists an $M>0$ such that for any $0 \leq q<m$ and $k$, we have

$$
\max _{1 \leq i \leq s} E_{\pi_{i}} \| A\left(( r ( k + q ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta} \leq M .\right.\right.\right.
$$

Let $k=p m+q$, where $0 \leq q<m$, then we obtain, using the time homogeneous property again,

$$
\begin{aligned}
& E_{\pi} \| A\left(( r ( k ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta} \leq\right.\right.\right. \\
& E_{\pi}^{\delta} \| A\left(( r ( p m + q ) ) \ldots A \left((r(p m)) \|^{\delta} \ldots\right.\right. \\
& \| A\left(( r ( p m - 1 ) ) \ldots A \left((r((p-1) m)) \|^{\delta} \times\right.\right. \\
& \| A\left(( r ( m - 1 ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta}=\right.\right.\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left\|A\left(i_{p m-1}\right) \ldots A\left(i_{(p-1) m}\right)\right\|^{\delta} \times \ldots\left\|A\left(i_{m-1}\right) \ldots A\left(i_{0}\right)\right\|^{\delta}= \\
& \sum_{i_{0}, \ldots, i_{p m-1}} p_{i_{0}} p_{i_{0} i_{1} \ldots} p_{i_{p m-2} i_{p m-1}}\left\|A\left(i_{p m-1}\right) \ldots A\left(i_{(p-1) m}\right)\right\|^{\delta} \times \ldots \\
& \left\|A\left(i_{m-1}\right) \ldots A\left(i_{0}\right)\right\|^{\delta} \times \\
& \left(\sum_{i_{p m}, \ldots, i_{p m+q}} p_{\left.i_{p m-1, i p m} \ldots p_{i_{p m+q-1} i_{p m+q 1}}\left\|A\left(i_{p m+q}\right) \ldots A\left(i_{p m}\right)\right\|^{\delta}\right)=}\right)=
\end{aligned}
$$

$$
\begin{aligned}
& \left\|A\left(i_{m-1}\right) \ldots A\left(i_{0}\right)\right\|^{\delta} \times \\
& E_{\pi_{i_{p m-1}}}\|A(r(q)) \ldots A(r(0))\|^{\delta} \leq \\
& \max _{1 \leq i \leq s} E_{\pi_{i}} \| A\left(( r ( q ) ) \ldots A \left((r(0)) \|^{\delta} \times\right.\right. \\
& \sum_{i_{0}, \ldots, i_{p m-1}} p_{i_{0}} p_{i_{0} i_{1} \ldots p_{i_{p m-2} i_{p m-1}}}\left\|A\left(i_{p m-1}\right) \ldots A\left(i_{(p-1) m}\right)\right\|^{6} \times \ldots \\
& \left\|A\left(i_{m-1}\right) \ldots A\left(i_{0}\right)\right\|^{\delta} .
\end{aligned}
$$

We can repeat this procedure $p$ times to obtain

$$
E_{\pi} \| A\left(( r ( k ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta} \leq M \eta^{p} \leq M_{1} r_{1}^{k},\right.\right.\right.
$$

where $M_{1}=M r^{-\frac{g}{m}}$ and $r_{1}=r^{\frac{1}{m}}$. This shows that $\delta-\mathrm{MS}$ of system (3.1) implies (3.66).

The theorem enables us to show the following relationship between $\delta-\mathrm{MS}$ and ASS of system (3.1).

Theorem 38 If system (3.1) is $\delta-M S$ then it is ASS.
Proof. Let $\xi=\lim \sup _{k \rightarrow \infty}\left\|x\left(k, x_{0}, \pi\right)\right\|$, then from Markov inequality, we have that for any $c>0$, the following holds

$$
\begin{gathered}
P(\xi>c) \leq P\left(\bigcap_{n=1}^{\infty} \bigcup_{m=n}^{\infty}\left\{\left\|x\left(k, x_{0}, \pi\right)\right\|>c\right\}\right) \leq \\
P\left(\bigcup_{m=n}^{\infty}\left\{\left\|x\left(k, x_{0}, \pi\right)\right\|>c\right\}\right) \leq \sum_{m=n}^{\infty} P\left(\left\|x\left(k, x_{0}, \pi\right)\right\|>c\right) \leq \\
\frac{1}{c^{\delta}} \sum_{m=n}^{\infty} E_{\pi}\left\|x\left(m, x_{0}, \pi\right)\right\|^{\delta} \xrightarrow{n \rightarrow \infty} 0
\end{gathered}
$$

The last step is true because of point 2 of Theorem 37. Thus $P(\xi \geq c)=0$ and consequently $P(\xi=0)=1$.

Further relations between $\delta-\mathrm{MS}$ and ASS are given in terms of $\delta$ - moment Lyapunov exponents. Before we present the formal definitions of the $\delta$ - moment Lyapunov exponents we need the following analogue of Theorem 36.

Theorem 39 Suppose that all matrices $A(i), i \in S$ are non singular, and the Markov chain $r(k)$ is ergodic. Then the limit

$$
\begin{equation*}
g(\delta)=\lim _{k \rightarrow \infty} \frac{1}{k} \ln E_{\pi} \| A\left(( r ( k ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta}\right.\right.\right. \tag{3.67}
\end{equation*}
$$

exists and is a finite constant, it does not depend on the matrix norm and initial distribution $\pi$. Moreover if the limit is negative then (3.1) is $\delta-M S$ and if it is positive then (3.1) is not $\delta-M S$. In addition there exists a proper subspace $L$ of $R^{n}$ such that for all $x_{0} \in R^{n} \backslash L$ the limit

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \frac{1}{k} \ln E\left\|x\left(k, x_{0}, \pi\right)\right\|^{\delta} \tag{3.68}
\end{equation*}
$$

exists and does not depend on the initial distribution $\pi$ as well as on the vector norm and is equal to (3.67) and

$$
\begin{gathered}
\lim _{k \rightarrow \infty} \frac{1}{k} \ln E_{\pi} \| A\left(( r ( k ) ) A \left(( r ( k - 1 ) ) \ldots A \left((r(0)) \|^{\delta}=\right.\right.\right. \\
\max _{x_{0} \neq 0} \lim _{k \rightarrow \infty} \frac{1}{k} \ln E_{\pi}\left\|x\left(k, x_{0}, \pi\right)\right\|^{\delta}
\end{gathered}
$$

The proof can be found in [39]. This theorem, similarly as Theorem 36, is very interesting from theoretical point of view, however is useless in practical development of stability unless we can calculate the value of the largest Lyapunov exponent or even its sign. The important difference between this theorem and Theorem 36 is that now the case of zero Lyapunov exponent is not left as unsolved. This is because of Theorem 37.

Definition 6 The common value $g(\delta)$ of (3.67) and (3.68) is called the largest $\delta$-moment Lyapunov exponent of system (3.1).

Now we present a connection between $\delta$-moment Lyapunov exponent and sample path Lyapunov exponent.

Theorem 40 Suppose that all matrices $A(i), i \in S$ are non singular, and the Markov chain $r(k)$ is ergodic. Then the function $g(\delta)$ is differentiable from the right at $\delta=0$ and $g^{\prime}(0+)$ is largest sample path Lyapunov exponent of system (3.1).

The proof of this theorem can be found in [44].
We end this section with certain sufficient condition of $\delta-\mathrm{MS}$ which is a straightforward consequence of Theorem 18.

Theorem 41 System (3.1) is $\delta-M S$ if there exists a matrix norm $\|*\|$ such that $\|X Y\| \leq\|X\|\|Y\|$ for all matrices $X$ and $Y$ and

$$
\rho\left(P^{\prime} D_{\delta}\right)<1
$$

where

$$
D_{\delta}=\operatorname{diag}\left[\|A(i)\|^{\delta}\right]_{i=1, \ldots, s}
$$

### 3.6 Comparison and discussion

In this paragraph we give a summary of our results on stability of jump linear systems. We have discussed three types of stability: ASS, $\delta-\mathrm{MS}$ and mean stability. On the base of Example 7 we can say that idea of mean stability is rather useless from practical point of view. The relations between ASS and $\delta-\mathrm{MS}$ are not explained completely. We know from Theorem 38 that $\delta-$ MS implies ASS. Moreover by Theorem 40 if all matrices $A(i), i \in S$ are non singular, and the Markov chain $r(k)$ is ergodic and the largest sample path Lyapunov exponent is negative then ASS implies $\delta$-MS for small $\delta$. However we do not know, except of the one dimensional case, if ASS implies that the largest sample path Lyapunov exponent is negative. We belive that it is the case. Unfortunately we do not have testable necessary and sufficient conditions neither for $\delta-\mathrm{MS}$ nor for ASS. There are two exceptions: one dimensional system and mean square stability ( $\delta-\mathrm{MS}$ for $\delta=2$ ). For one dimensional systems the easy to check conditions for ASS are given by Theorem 21 and for $\delta-$ MS by Theorem 18 and Theorem 19. The necessary and sufficient conditions for mean square stability are presented in Theorem 23 , Theorem 24. In the special case when all matrices can be simultaneously transformed to upper triangular form we can also present necessary and sufficient conditions for $\delta-\mathrm{MS}$ and for ASS, this is done in Theorem 35. Under more restrictive assumption that all matrices can be simultaneously transformed to diagonal form we are able to explain completely the relations between $\delta-$ MS and ASS as in Theorem 34. Interesting approach of Lyapunov exponent to develop ASS and $\delta-\mathrm{MS}$ is discussed in Theorems 36 and 39. However these results are useless in practical development of stability unless we can calculate the value of the largest Lyapunov exponent or at least its sign.

## Chapter 4

## The jump linear quadratic regulator

The objective of this chapter is to study one of the optimization problems for jump linear systems, namely optimization of quadratic cost functional. Such problem is called JLQ problem ( J for jump, L for linear dynamics, Q for quadratic cost). It is well know that the solution of standard LQ problem has a model solution. The optimal control has a feedback form and the feedback matrix can be easily found by solving Riccati difference or Riccati algebraic equations. The conditions for existence of a solution of these problems are also well known and they are given in the form of easily checkable conditions of controllability, stabilizability, observability or detectability of suitable subsystems. One can expect similar results for JLQ.

Historically, the first papers about JLQ problems are [70], [97] and [101]. These papers dealt with continuous time systems under diferent assumptions. One of the first solutions to the discrete time JLQ was presented in [13] for finite time interval and in [23] for infinite time interval.. Further discussion of this problem may be found in [1], [25], [58], [53]. In all these papers time invariant version of JLQ problem has been considered. The first papers studing time-varying JLQ problem are probably [31] and [33].

When we compare the results on the standard LQ with the ones on JLQ we can find many similarities. The solutions has the feedback form, the feedback matrices are defined in terms of a certain type of quadratic matrix equation which is called coupled Riccati equation. The sufficient conditions for existence of the solution are given in terms of properly defined stabilizability and detectability. The closed loop system is stable under certain conditions though stability is understood in the mean square sense. The problem is that from the practical point of view we are interested in almost sure stability and as we know from our previous considerations mean square
stability implies almost sure stability however opposite statement is not true. It means that the JLQ technique can be too conservative to find a regulator which ensures almost sure stability. This is also a reason why we should look not only for sufficient conditions for existence of JLQ problem but also necessary. Such a new condition is proposed in Definition 7 and Corollary 3. In the next section we present different formulations of JLQ problems. In Section 2 the simplest JLQ problem, namely JLQ problem on finite time interval is considered. Next, in Section 3, we consider noise free JLQ problem on infinite time interval. It is shown that a solution of this problem exists if and only if certain coupled difference Riccati equation has a global and bounded nonnegative definite solution and this in turns is equivalent to optimalizablity (see Definition 7). This result is a significant extension of previous ones where only sufficient conditions for existence of the solution are presented and only in time invariant case. Because of the significancy of the coupled Riccati equation in JLQ theory we study its properties in Section 4. In this section a very important question about stability of the optimal closed loop systems is addressed also (see Theorem 45). In the case of time invariant systems the role of the coupled difference Riccati eqaution is played by a coupled algebraic Riccati equation. Properties of this equation are studied in Section 5. Section 6 is devoted to JLQ problem for systems with additive disturbances. Basing on the nonuniquness of the optimal control in this case it is shown that for time varying systems with coefficients tending to certain limits the optimal control may be realized in the form of time invariant feedback. For the standard systems results of this kind has been discovered in [26]. A discussion of presented results is given in the last section.

### 4.1 Problem formulation

The system under study in this chapter is described by the following state equation:

$$
\begin{equation*}
x(k+1)=A_{k}(r(k)) x(k)+B_{k}(r(k)) u(k)+C_{k}(r(k)) w(k) \tag{4.1}
\end{equation*}
$$

where, as previously, the state $x(k) \in R^{n}$, the control $u(k) \in R^{m} . w(k)$, $k=0,1 \ldots$, is a second order independent identically distributed sequence of $n$-dimensional random variables with $E w(k)=0$ and $E w(k) w^{\prime}(k)=I$. They represent disturbances. We also assume that processes $r(k), k=0,1, \ldots$ and $w(k), k=0,1, \ldots$ are independent. The sequences of matrices of appropriate sizes $A_{k}(i), B_{k}(i)$ and $C_{k}(i)$ are bounded for each $i \in S$. In the case of $C_{k}(i)=$ 0 for all $i \in S$ and $k=0,1 \ldots$ the system (4.1) is referred as a noise free system
and in the opposite case as a noise system. To introduce the cost criteria consider sequences $Q_{k}(i) \in R^{n \times n}$ and $R_{k}(i) \in R^{m \times m}, i \in S, k=0,1, \ldots$ of symmetric nonnegative and symmetric positive definite matrices, respectively and symmetric nonnegative definite matrices $K(i) \in R^{n \times n}, i \in S$. We assume that sequences $Q_{k}(i), R_{k}(i)$ and $R_{k}^{-1}(i)$ are bounded for each $i \in S$. In this chapter we consider only the initial distribution $\pi$ of the following form $P\left(r(0)=i_{0}\right)=1$ for certain $i_{0} \in S$. The optimal control problems we consider in this chapter are defined as follows.

Problem 1: JLQ problem on finite time interval. For given $N$ find a control sequence $u=(u(0), \ldots, u(N-1))$ such that the cost functional

$$
\begin{gather*}
J\left(x_{0}, \pi, u, N\right)=\langle K(r(N)) x(N), x(N)\rangle+ \\
E\left[\sum_{k=0}^{N-1}\left\langle Q_{k}(r(k)) x(k), x(k)\right\rangle+\left\langle R_{k}(r(k)) u(k), u(k)\right\rangle\right] \tag{4.2}
\end{gather*}
$$

takes the minimum value.
Problem 2: Noise free JLQ problem on infinite time interval. For the noise free system (4.1) find a control sequence $u=(u(0), u(1), \ldots)$ such that cost functional

$$
\begin{gather*}
J_{n f}\left(x_{0}, \pi, u\right)= \\
\lim _{N \rightarrow \infty} E\left[\sum_{k=0}^{N}\left\langle Q_{k}(r(k)) x(k), x(k)\right\rangle+\left\langle R_{k}(r(k)) u(k), u(k)\right\rangle\right] \tag{4.3}
\end{gather*}
$$

takes the minimal value.
Problem 3: Noise JLQ problem on infinite time interval. For the noise system (4.1) find a control sequence $u=(u(0), u(1), \ldots)$ such that cost functional

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} E\left[\sum_{. k=0}^{N}\left\langle Q_{k}(r(k)) x(k), x(k)\right\rangle+\left\langle R_{k}(r(k)) u(k), u(k)\right\rangle\right] \tag{4.4}
\end{equation*}
$$

takes the minimal value.
We also consider the time invariant cases when the coefficient of (4.1) and (4.2)-(4.4) do not depend on $k$.

It is clear that to solve any of the Problems 1-3 it is enough to solve the appropriate problem with $\pi$ being Dirac distribution, therefore in our further considerations only such problems are discussed.

### 4.2 JLQ problem on finite time interval

The solution of the JLQ problem on finite time interval is given by the following theorem. The proof for the noise free system can be found in [23] and for the noise system in [59].

Theorem 42 The optimal control law for the $J L Q$ problem on finite time interval is given by

$$
\begin{equation*}
\tilde{u}(k)=-L_{k}(r(k)) x(k), i \in S, k=0, \ldots, N, \tag{4.5}
\end{equation*}
$$

where for each $i \in S, k=0, \ldots, N$ the optimal gain is defined as

$$
\begin{equation*}
L_{k}(i)=\left(R_{k}(i)+B_{k}^{\prime}(i) F_{k+1}(i) B_{k}(i)\right)^{-1} B_{k}^{\prime}(i) F_{k+1}(i) A_{k}(i), \tag{4.6}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{k+1}(i)=\sum_{j \in S} p_{i j} P_{k+1}(j) \tag{4.7}
\end{equation*}
$$

and the sequence of sets of symmetric nonnegative definite matrices

$$
\left\{P_{k}(i): i \in S\right\}, k=0, \ldots, N-1
$$

satisfies the equation

$$
\begin{equation*}
P_{k}(i)=A_{k}^{\prime}(i) F_{k+1}(i)\left(A_{k}(i)-B_{k}(i) L_{k}(i)\right)+Q_{k}(i), k=0, \ldots, N-1, i \in S \tag{4.8}
\end{equation*}
$$

with terminal conditions $P_{N}(i)=K(i), i \in S$.
The value of the optimal cost is given by

$$
\begin{equation*}
\left\langle P_{0}\left(i_{0}\right) x_{0}, x_{0}\right\rangle+q_{0}\left(i_{0}\right) \tag{4.9}
\end{equation*}
$$

where $q_{k}(i), k=0, \ldots, N$ satisfies the recurrent formula:

$$
\begin{equation*}
q_{k}(i)=\sum_{j \in \mathcal{S}} q_{k+1}(j) p_{i j}+\sum_{j \in S} \operatorname{tr}\left(C_{k}^{\prime}(i) P_{k+1}(j) C_{k}(i)\right) \tag{4.10}
\end{equation*}
$$

with terminal conditions $q_{N}(i)=0, i \in S$.
For convenience we introduce the following notation: The right hand side of $(4.8)$ is denoted by $f\left(k, P_{*}, i\right)$ i.e.

$$
f\left(k, P_{*}, i\right)=A_{k}^{\prime}(i) F_{k+1}(i)\left(A_{k}(i)-B_{k}(i) L_{k}(i)\right)+Q_{k}(i)
$$

The notation $P_{*}$ in $f\left(k, P_{*}, i\right)$ means that $f$ depends on all matrices $P_{j}, j \in S$. Moreover, let

$$
\begin{equation*}
P_{k}^{(N)}(i, K(*))=P_{N-k}(i), k=1, \ldots, N, i \in S \tag{4.11}
\end{equation*}
$$

where $P_{k}(i)$ is given by (4.8). Again the notation $K(*)$ means that $P_{k}^{(N)}(i, K(*))$ depends on all matrices $K(j), j \in S$. Using this notation we can rewrite equation (4.8) as

$$
\begin{equation*}
P_{k}^{(N)}(i, K(*))=f\left(N-k, P_{k-1}^{(N)}(*, K(*), i), k=0, \ldots, N\right. \tag{4.12}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\bar{P}_{l}^{(N)}(i, K(*))=f\left(l, \bar{P}_{l+1}^{(N)}(*, K(*), i), l=N, \ldots, 0\right. \tag{4.13}
\end{equation*}
$$

with

$$
P_{k}^{(N)}(i, K(*))=\bar{P}_{N-k}^{(N)}(i, K(*))
$$

and initial (terminal) conditions

$$
P_{0}^{(N)}(i, K(*))=K(i),\left(\bar{P}_{N}^{(N)}(i, K(*))=K(i)\right), i \in S
$$

Moreover, the minimal value of the cost functional (4.2) is equal to

$$
\begin{equation*}
\left\langle P_{N}^{(N)}\left(r_{0}, K(*)\right) x_{0}, x_{0}\right\rangle+\tilde{q}_{N}\left(r_{0}\right) \tag{4.14}
\end{equation*}
$$

where $\tilde{q}_{k}(i), k=0, \ldots, N$ is given by

$$
\begin{equation*}
\tilde{q}_{k}(i)=\sum_{j \in S} \tilde{q}_{k-1}(j) p_{i j}+\sum_{j \in S} \operatorname{tr}\left(C_{N-k}^{\prime}(i) P_{k-1}^{(N)}(j, K(*)) C_{N-k}(i)\right) \tag{4.15}
\end{equation*}
$$

with terminal conditions $\tilde{q}_{0}(i)=0$. From the proof of Theorem 42 in [23] the following formula in the noise free case can be deduced:

$$
\begin{gather*}
J\left(x_{0}, i_{0}, u, N\right)=\left\langle P_{N}^{(N)}\left(i_{0}, K(*)\right) x_{0}, x_{0}\right\rangle- \\
E(\langle K(r(N)) x(N), x(N)\rangle)+ \\
E\left[\sum_{. k=0}^{N-1}\left\langle R_{k}(r(k))\left(u(k)-L_{k}(r(k)) x(k)\right),\left(u(k)-L_{k}(r(k)) x(k)\right)\right\rangle\right] \tag{4.16}
\end{gather*}
$$

and

$$
E\left[\sum_{k=l}^{N-1}\left\langle Q_{k}(r(k)) x(k), x(k)\right\rangle+\left\langle R_{k}(r(k)) \tilde{u}(k), \tilde{u}(k)\right\rangle \mid\right.
$$

$$
\begin{gather*}
\left.r(l)=i, x(l)=x_{l}\right]= \\
\left\langle P_{N-l}^{(N)}(i, K(*)) x_{l}, x_{l}\right\rangle-E\langle K(r(N)) x(N), x(N)\rangle \tag{4.17}
\end{gather*}
$$

where $\tilde{u}$ is given by (4.5), $L_{k}(i)$ by (4.6) and $u$ is any admissible control. Introduce also the following terminology. If there exists a sequence of matrices $P(k, i), k=0,1, \ldots, i \in S$ such that

$$
\begin{equation*}
P(k, i)=A_{k}^{\prime}(i) F_{k+1}(i)\left(A_{k}(i)-B_{k}(i) L_{k}(i)\right)+Q_{k}(i) \tag{4.18}
\end{equation*}
$$

where

$$
L_{k}(i)=\left(R_{k}(i)+B_{k}^{\prime}(i) F_{k+1}(i) B_{k}(i)\right)^{-1} B_{k}^{\prime}(i) F_{k+1}(i) A_{k}(i)
$$

and

$$
F_{k}(i)=\sum_{j \in S} p_{i j} P(k, j)
$$

then equation (4.18) is called a coupled difference Riccati equation and the sequence $P(k, i), k=0,1, \ldots, i \in S$ will be called its global solution. Moreover, if this sequence is bounded then we call it a global and bounded solution. If a solution has the property $P(k, i) \leq \widetilde{P}(k, i),(P(k, i) \geq \widetilde{P}(k, i)) k=0,1, \ldots$, $i \in S$ for any other solution $\widetilde{P}(k, i)$ then it is called a minimal (maximal) solution.

### 4.3 Noise free JLQ problem on infinite time interval

The primary concern of this section is to establish sufficient and necessary conditions for the existence of optimal control for the time-varying noise free JLQ problem on infinite time interval. For this purpose we introduce the following definition.

Definition 7 The noise free system (4.1) with cost functional (4.3) is called optimizable if, for all $\left(i_{0}, x_{0}\right) \in S \times R^{n}$ there exists control $u$ such that $J_{n f}\left(x_{0}, i_{0}, u\right)<\infty$. In such situation we say that

$$
\left(A_{k}(r(k)), B_{k}(r(k)), Q_{k}(r(k)), R_{k}(r(k)), r(k)\right)
$$

is optimizable.
The concept of optimizability is an extenstion of concept of stabilizability in the sense that stabilizability implies optimizability and oposite implication is not true. It will also appear that optimizability is a necessery and sufficient condtion for existence of the solution of time-varying noise free JLQ problem on infinite time interval

Theorem 43 If noise free system (4.1) with cost functional (4.3) is optimizable then the limits

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \bar{P}_{k}^{(N)}(i, 0)=P(k, i) \tag{4.19}
\end{equation*}
$$

exist for all $k=0,1, \ldots$ and $i \in S . P(k, i)$ is a global and bounded solution of (4.18), and $P(k, i)$ is symmetric and nonnegative, and $P(k, i)$ is the minimal nonnegative definite global and bounded solution of (4.18). The optimal control is given by

$$
\begin{equation*}
\widetilde{u}(k)=-L_{k}(r(k)) x(k), i \in S, k=0, \ldots, N \tag{4.20}
\end{equation*}
$$

where

$$
\begin{gather*}
F_{k}(i)=\sum_{j \in S} p_{i j} P(k, j) \\
L_{k}(i)=\left(R_{k}(i)+B_{k}^{\prime}(i) F_{k+1}(i) B_{k}(i)\right)^{-1} B_{k}^{\prime}(i) F_{k+1}(i) A_{k}(i) \tag{4.21}
\end{gather*}
$$

and $J_{n f}\left(x_{0}, i_{0}, \widetilde{u}\right)=\left\langle P\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle$. On the other hand, if there exists nonnegative definite global and bounded solution of (4.18) then the noise free system (4.1) with cost functional (4.3) is optimizable.

Proof. For $0 \leq N_{1} \leq N_{2}$ fix $\left(i_{0}, x_{0}\right) \in \times S \times R^{n}$ and consider the cost functionals $J\left(x_{0}, i_{0}, u, N_{1}\right)$ and $J\left(x_{0}, i_{0}, u, N_{2}\right)$ both with $K(i)=0, i \in S$. Then it follows easily from the form of the cost functional that $J\left(x_{0}, i_{0}, u, N_{1}\right) \leq$ $J\left(x_{0}, i_{0}, u, N_{2}\right)$ and then from (4.17) we conclude that

$$
\begin{equation*}
\left\langle\bar{P}_{k}^{\left(N_{1}\right)}(i, 0) x_{0}, x_{0}\right\rangle \leq\left\langle\bar{P}_{k}^{\left(N_{2}\right)}(i, 0) x_{0}, x_{0}\right\rangle \tag{4.22}
\end{equation*}
$$

for $k=0, \ldots, N_{1}$. By (4.14) and the optimalizability conditions we conclude that there is a constant $c>0$ such that

$$
\begin{equation*}
\left\|\bar{P}_{k}^{(N)}(i, 0)\right\|<c \tag{4.23}
\end{equation*}
$$

for all $N, k=0, \ldots N$, and $i \in S, N$. From (4.22) and (4.23) we conclude that the limit $P(k, i)$ in (4.19) indeed exists and $P(k, i)=P^{\prime}(k, i), P(k, i) \geq 0$. Moreover, since the constant in (4.23) does not depend on $k$ and $N, P(\cdot, i)$ is bounded. Taking the limit in both sides of (4.13) we see that $P(\cdot, i)$ satisfies this equation so $P(k, i)$ is a bounded and global solution of coupled difference Riccati equation (4.18).

To show that $P(k, i)$ is the minimal nonnegative global and bounded solution of (4.18) we introduce another nonnegative global and bounded solution of $L(k, i)$, and consider $\widetilde{P}_{k}^{(N)}(i, L(N, *))$ the solution of (4.12) with initial conditions

$$
P_{0}^{(N)}(i, L(N, *))=L(N, i), i \in S
$$

Since the solution is unique and, since $L(\cdot, i)$ satisfies (4.12), we have

$$
\widetilde{P}_{k}^{(N)}(i, L(N, *))=L(k, i), i \in S
$$

and $k=0, \ldots N$. Furthermore, it follows that if we have two solutions $P_{k}^{(N)}\left(i, K_{1}(*)\right)$ and $P_{k}^{(N)}\left(i, K_{2}(*)\right)$ of (4.12) and if $K_{1}(i) \leq K_{2}(i)$ then

$$
P_{k}^{(N)}\left(i, K_{1}(*)\right) \leq P_{k}^{(N)}\left(i, K_{2}(*)\right), \quad i \in S
$$

This property implies that $P(k, i) \leq L(k, i)$. So $P(k, i)$ is the minimal nonnegative global and bounded solution of (4.18).

To solve the optimal control problem fix $\left(i_{0}, x_{0}\right) \in S \times R^{n}$ and consider the cost functional $J^{(1)}\left(x_{0}, i_{0}, u, N\right)$ with $K(i)=0, i \in S$ and $J^{(2)}\left(x_{0}, i_{0}, u, N\right)$ with $K(i)=P(N, i), i \in S$. Then apply control (4.20) and use the fact that

$$
J^{(1)}\left(x_{0}, i_{0}, u, N\right) \leq J^{(2)}\left(x_{0}, i_{0}, u, N\right)
$$

and that $\tilde{u}$ is optimal for $J^{(2)}\left(x_{0}, i_{0}, u, N\right)$. We see that

$$
J^{(1)}\left(x_{0}, i_{0}, \tilde{u}, N\right) \leq J^{(2)}\left(x_{0}, i_{0}, \tilde{u}, N\right)=\left\langle P\left(N, i_{0}\right) x_{0}, x_{0}\right\rangle
$$

The right hand side is independent of $N$, so

$$
\begin{equation*}
J\left(x_{0}, i_{0}, \tilde{u}\right)=\lim _{N \rightarrow \infty} J^{(1)}\left(x_{0}, i_{0}, \tilde{u}, N\right) \leq\left\langle P\left(N, i_{0}\right) x_{0}, x_{0}\right\rangle \tag{4.24}
\end{equation*}
$$

On the other hand we have

$$
\begin{gather*}
J\left(x_{0}, i_{0}, u\right)=\lim _{N \rightarrow \infty} J^{(1)}\left(x_{0}, i_{0}, u, N\right) \geq \\
\lim _{N \rightarrow \infty}\left\langle P_{0}^{(N)}\left(i_{0}, 0\right) x_{0}, x_{0}\right\rangle=\left\langle P\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle \tag{4.25}
\end{gather*}
$$

(4.24) and (4.25) show the optimality of $\tilde{u}$.

Now suppose that there exists nonnegative definite global and bounded solution $P(k, i)$ of (4.18). Fix $\left(i_{0}, x_{0}\right) \in S \times R^{n}$ and consider again the cost functional $J^{(1)}\left(x_{0}, i_{0}, u, N\right)$ and $J^{(2)}\left(x_{0}, i_{0}, u, N\right)$. Then applying the control (4.20) we conclude from (4.24) that $J\left(x_{0}, i_{0}, \tilde{u}\right)<\infty$. It means that the system is optimizable.

The following corollary is a straightforward consequence of this theorem.

Corollary 3 The solution of Problem 2 exists if and only if the system is optimizable.

In the time invariant case Theorem 43 reduces to the following result.
Theorem 44 Consider the noise free system (4.1) with cost functional (4.3) under assumption that sequences $A_{k}(i), B_{k}(i), Q_{k}(i)$, and $R_{k}(i)$ are constant for each $i \in S$ and equal to $A(i), B(i), Q(i)$, and $R(i)$, respectively. This system is optimizable if and only if there exists a nonnegative definite solution of the coupled algebraic Riccati equation

$$
\begin{equation*}
\left.P(i)=A^{\prime}(i) F(i)(A(i)-B(i) L(i))\right)+Q(i) \tag{4.26}
\end{equation*}
$$

where

$$
\begin{gather*}
L(i)=\left(R(i)+B^{\prime}(i) F(i) B(i)\right)^{-1} B^{\prime}(i) F(i) A(i)  \tag{4.27}\\
F(i)=\sum_{j \in S} p_{i j} P(j) \tag{4.28}
\end{gather*}
$$

If such a solution exists then there exists a minimal solution $P_{\min }(i)$ and the optimal control is given by

$$
\begin{equation*}
\tilde{u}(k)=-L(r(k)) x(k), i \in S, k=0, \ldots, N \tag{4.29}
\end{equation*}
$$

where

$$
\begin{gather*}
L(i)=\left(R(i)+B^{\prime}(i) F(i) B(i)\right)^{-1} B^{\prime}(i) F(i) A(i)  \tag{4.30}\\
F(i)=\sum_{j \in S} p_{i j} P_{\min }(j) \tag{4.31}
\end{gather*}
$$

and

$$
\begin{equation*}
J_{n f}\left(x_{0}, i_{0}, \tilde{u}\right)=\left\langle P\left(i_{0}\right) x_{0}, x_{0}\right\rangle \tag{4.32}
\end{equation*}
$$

### 4.4 Coupled difference Riccati equation

In this chapter we discuss several properties of the coupled difference Riccati equation. We start with the following extension of definition of stochastic stability.

Definition 8 The system

$$
\begin{equation*}
x(k+1)=A_{k}(r(k)) x(k) \tag{4.33}
\end{equation*}
$$

is called exponentially stochastically stable if $E\|x(k)\|^{2} \leq a b^{k}$ for certain constants $a>0$ and $0<b<1$ and all initial conditions $x_{0} \in R^{n}$ and all initial distributions $\pi$. It is called stochastically stable if

$$
\sum_{k=0}^{\infty} E\|x(k)\|^{2}<\infty
$$

In such situations $\left(A_{k}(r(k)), r(k)\right)$ is called exponentially stochastically stable and stochastically stable respectively.

Definition 9 The noise free system (4.1) is called exponentially stochastically stabilizable if there exists a feedback control

$$
u(k)=-L_{k}(r(k)) x(k)
$$

such that $L_{k}(i)$ is bounded for each $i \in S$ and for the resulting closed loop system

$$
x(k+1)=\left(A_{k}(r(k))-B_{k}(r(k)) L_{k}(r(k))\right) x(k)
$$

is exponentially stochastically stable. In such situation we will call $-L_{k}\left(r_{k}\right)$ the exponentially stochastically stabilizable feedback and the triplet

$$
\left(A_{k}(r(k)), B_{k}(r(k)), r(k)\right)
$$

exponentially stochastically stabilizable.
It is clear that exponential stochastic stabilizability implies optimalizability, so from Theorem 43 it is a sufficient condition for the existence of a nonnegative definite global and bounded solution of coupled difference Riccati equation (4.18). However this assumption alone does not guarantee that the solution is unique. Moreover the optimal control given by (4.20) may lead to stochastically unstable system. To present a condition for uniqueness of the solution and for exponential stochastic stabilizablity of the optimal closed loop system we introduce the following definition.
Definition 10 Consider the following system

$$
\begin{gathered}
x(k+1)=A_{k}(r(k)) x(k) \\
y(k)=C_{k}(r(k)) x(k)
\end{gathered}
$$

It is called exponentially stochastically detectable if

$$
\left(A_{k}^{\prime}(r(k)), C_{k}^{\prime}(r(k)), r(k)\right)
$$

is exponentially stochastically stabilizable, and the triplet

$$
\left(A_{k}(r(k)), C_{k}(r(k)), r(k)\right)
$$

is called exponentially stochastically detectable in this case.

Now we are ready to formulate the main result about existence and uniqueness of the global and bounded nonnegative definite solution of coupled difference Riccati equation (4.18).

Theorem 45 Suppose that

$$
\left(A_{k}(r(k)), B_{k}(r(k)), r(k)\right)
$$

is exponentially stochastically stabilizable and that

$$
\begin{equation*}
\left(A_{k}(r(k)), \sqrt{Q_{k}(r(k))}, r(k)\right) \tag{4.34}
\end{equation*}
$$

is exponentially stochastically detectable. Then the coupled difference Riccati equation (4.18) has a unique global and bounded nonnegative definite solution. Moreover the optimal feedback gain for the noise free system (4.1) with cost functional (4.3) given by (4.20) is stochastically stabilizable feedback.

Before we present the proof notice that if $Q_{k}(i)=C_{k}^{\prime}(i) C_{k}(i)$ for certain matrices $C_{k}(i)$, then the concept of detectability may be used to justify asumption (4.34).

In the proof we need the following technical Lemma. It may be justified in the same way as Proposition 3 in [54].

Lemma 5 Suppose that $\left(A_{k}(r(k)), r(k)\right)$ is exponentially stochastically stable and that the $n$-dimensional random variables $f(k), k=0,1, \ldots$ are such that $E \sum_{k=0}^{\infty}\|f(k)\|^{2}=c<\infty$, then for

$$
z(k+1)=A_{k}(r(k)) z(k)+f(k), z(0)=z_{0}
$$

we have

$$
E \sum_{k=0}^{\infty}\|z(k)\|^{2} \leq \alpha E\left\|z_{0}\right\|^{2}+\beta
$$

for certain constants $\alpha$ and $\beta$.
We are now ready to prove Theorem 45
Proof. As we have already noticed stabilizability implies optimizablity, and by Theorem 43 we know that there exists nonnegative definite global and bounded solution $P(k, i)$ of (4.18) which is the minimal solution. We first show that under the control given by (4.20) the closed-loop system is exponentially stochastically stable. From detectability assumption there exists a bounded matrix sequence $M_{k}(i)$ such that

$$
\left(A_{k}(r(k))+M_{k}(r(k)) \sqrt{Q_{k}(r(k))}, r(k)\right)
$$

is exponentially stochastically stable. The solution $\tilde{x}$ of (4.1) which corresponds to the control given by (4.20) satisfies

$$
\begin{equation*}
\tilde{x}(k+1)=\left(A_{k}(r(k))+M_{k}(r(k)) \sqrt{Q_{k}(r(k))}\right) \tilde{x}(k)+f(k) \tag{4.35}
\end{equation*}
$$

where

$$
f(k)=B_{k}(r(k)) \widetilde{u}(k)-M_{k}(r(k)) \sqrt{Q_{k}(r(k))} \widetilde{x}(t)
$$

It follows that

$$
\begin{align*}
& \|f(k)\|^{2} \leq\left\|B_{k}(r(k))\right\|^{2}\|\tilde{u}(k)\|^{2}+\left\|M_{k}(r(k))\right\|^{2}\left\|\sqrt{Q_{k}(r(k))} \widetilde{x}(k)\right\|^{2} \leq \\
& \frac{\mu}{\sigma}\left\langle R_{k}(r(k)) \widetilde{u}(k), \tilde{u}(k)\right\rangle+\mu\left\langle\sqrt{Q_{k}(r(k))} \widetilde{x}(t), \sqrt{Q_{k}(r(k))} \widetilde{x}(t)\right\rangle \leq \\
& \delta\left(\left\langle R_{k}(r(k)) \tilde{u}(k), \widetilde{u}(k)\right\rangle+\left\langle\sqrt{Q_{k}(r(k))} \widetilde{x}(t), \sqrt{Q_{k}(r(k))} \tilde{x}(t)\right\rangle\right) \tag{4.36}
\end{align*}
$$

where $\delta=\max \left(\frac{\mu}{\sigma}, \mu\right),\left\|B_{k}(i)\right\|<\mu,\left\|M_{k}(i)\right\|<\mu$, and $\sigma I<R_{k}(i)$. From (4.36) and by Theorem 43 we have

$$
E \sum_{k=0}^{\infty}\|f(k)\|^{2} \leq \delta J_{n f}\left(x_{0}, i_{0}, \tilde{u}\right)=\delta\left\langle P\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle \leq \delta \nu\left\|x_{0}\right\|^{2}
$$

where $0 \leq P(k, i) \leq \nu I$. Applying Lemma 5 to (4.35) leads to

$$
E \sum_{k=0}^{\infty}\|\tilde{x}(k)\|^{2}<\infty
$$

It means that the closed loop system is stochastically stable.
Next we show that under the detectability condition the stabilizing solution $P(k, i)$ is the maximal solution of (4.18). Fix $\left(x_{0}, i_{0}\right) \in R^{n} \times S$ and denote by $U_{s t a b}$ the subset of all admissible control sequences consisting of such control $u$, that the corresponding solution $x$ of (4.1) satisfies

$$
E \sum_{k=0}^{\infty}\|\widetilde{x}(k)\|^{2}<\infty
$$

Let $\tilde{P}(k, i)$ be any nonnegative definite global and bounded solution of (4.18). From (4.16), we have

$$
\begin{gather*}
J\left(x_{0}, i_{0}, u, N\right)=\left\langle\widetilde{P}\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle-E(\langle\tilde{P}(N, i) x(N), x(N)\rangle)+ \\
E\left[\sum_{k=0}^{N-1}\left\langle R_{k}(r(k))\left(u(k)-L_{k}(r(k)) x(k)\right),\left(u(k)-L_{k}(r(k)) x(k)\right)\right\rangle\right] \tag{4.37}
\end{gather*}
$$

Hence for $u \in U_{\text {stab }}$ it follows that

$$
\begin{gathered}
J\left(x_{0}, i_{0}, u\right)=\lim _{N \rightarrow \infty} J\left(x_{0}, i_{0}, u, N\right)=\left\langle\tilde{P}\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle+ \\
E\left[\sum_{k=0}^{\infty}\left\langle R_{k}(r(k))\left(u(k)-L_{k}(r(k)) x(k)\right),\left(u(k)-L_{k}(r(k)) x(k)\right)\right\rangle\right]
\end{gathered}
$$

Thus

$$
\begin{equation*}
J\left(x_{0}, i_{0}, u\right) \geq\left\langle\tilde{P}\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle \tag{4.38}
\end{equation*}
$$

Now consider $\widetilde{u}(t)$ given by (4.20). Substituting it into (4.37) gives

$$
\begin{equation*}
J\left(x_{0}, i_{0}, \widetilde{u}\right)=\left\langle P\left(0, i_{0}\right) x_{0}, x_{0}\right\rangle \tag{4.39}
\end{equation*}
$$

Combining (4.37) with (4.38) implies $\widetilde{P}\left(0, i_{0}\right) \leq P\left(0, i_{0}\right)$. As we have noticed in the proof of Theorem 43 it implies $\widetilde{P}\left(k, i_{0}\right) \leq P\left(k, i_{0}\right)$ for all $k$. Since the solution $P(\cdot, i)$ is simultaneously maximal and minimal, it is unique.

We demonstrated the use of this theorem on an example.
Example 13 Consider the noise free system (4.1) $n=1, s=2$,

$$
\begin{gathered}
A_{k}(1)=a_{k}, A_{k}(2)=0 \\
a_{k}=\sqrt{\frac{(6 k+13)(2 k+3)}{(k+1)(4 k+9)}} \\
B_{k}(1)=B_{k}(2)=1 \\
Q_{k}(1)=Q_{k}(2)=R_{k}(1)=R_{k}(2)=1
\end{gathered}
$$

Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
1 & 0
\end{array}\right]
$$

Taking

$$
L_{k}(1)=a_{k}
$$

and

$$
L_{k}(2)=0
$$

in Definition 9 we see that the system is exponentially stochastically stabilizable and detectable. Therefore by Theorem 45, coupled Riccati equation (4.18) which takes form

$$
P(k, 1)=\frac{1}{2} a_{k}^{2}(P(k+1,1)+1)-\frac{1}{4} a_{k}^{2} \frac{(P(k+1,1)+1)^{2}}{\frac{3}{2}+\frac{1}{2} P(k+1,1)}+1
$$

$$
P(k, 2)=1,
$$

has a unique global and bounded positive solution. It is matter of straightforward calculation to check that

$$
\begin{gathered}
P(k, 1)=3+\frac{1}{k+1} \\
P(k, 2)=1
\end{gathered}
$$

satisfies this equation. Further the optimal feedback gain takes the following form

$$
\begin{gathered}
L_{k}(1)=\frac{a_{k}(4 k+9)}{6 k+13} \\
L_{k}(2)=1
\end{gathered}
$$

In the proof of Theorem 43 we have shown (see (4.23)) that under optimalizability condition the solution $P_{k}^{(N)}(i, 0)$ of coupled difference Riccati equation with zero initial conditions satisfies the following inequality

$$
\left\|P_{k}^{(N)}(i, 0)\right\|<c
$$

for all $N, k=0, \ldots N$, and $i \in S, N$ and certain constant $c$. It appears that the result may be extended on the case of arbitrary initial conditions and this is done in the next Lemma.

Lemma 6 If the system $\left(A_{k}(r(k)), B_{k}(r(k)), r(k)\right)$ is stochastically stabilizable, then there exists a constant $c(\{K(i): i \in S\})$ such that

$$
\begin{equation*}
\left\|P_{k}^{(N)}(i, K(*))\right\|<c(\{K(i): i \in S\}) \tag{4.40}
\end{equation*}
$$

for any $N$ and $k=1, \ldots, N$, where $P_{k}^{(N)}(i, K(*))$ is given by (4.12).
Proof. Consider the noise free system (4.1) with cost functional (4.3). Let $\tilde{u}$ be such that the closed loop system is stable and put

$$
\begin{gathered}
V_{k}^{(N)}(x, i)= \\
E\left[\sum_{\nu=k}^{N-1}\left\langle Q_{\nu}(r(\nu)) x(\nu), x(\nu)\right\rangle+\left\langle R_{\nu}(r(\nu)) u(\nu), u(\nu)\right\rangle \mid\right. \\
x(\nu)=x, r(\nu)=i]
\end{gathered}
$$

Then

$$
\begin{gathered}
\left\langle P_{k}^{(N)}\left(i_{0}, K(*)\right) x_{0}, x_{0}\right\rangle \\
=V_{k}^{(N)}(x, i) \leq J_{n f}\left(x_{0}, r_{0}, \tilde{u}\right)+E\left(\left\langle K\left(r_{0}\right) x_{N}, x_{N}\right\rangle \mid r(0)=i_{0}, x(0)=x_{0}\right)
\end{gathered}
$$

and consequently $\left\|P_{k}^{(N)}(i, K(*))\right\|<c(\{K(i): i \in S\})$.
Using this result for the time invariant system we can generaliz property (4.19) as follows (see [31] for details).

Theorem 46 If the system $\{A(i), B(i), i \in S\}$ is stochastically stabilizable and the system $\{A(i), \sqrt{Q(i)}, i \in S\}$ is stochastically detectable, then for any initial values $\left\{P_{0}(i): i \in S\right\}$ we have

$$
\lim _{k \rightarrow \infty} P_{k}\left(i, P_{0}(*)\right)=P(i)
$$

where $P_{k}\left(i, P_{0}(i)\right), i \in S$ are given by time invariant coupled difference Riccati equation

$$
\begin{gather*}
P_{k}\left(i, P_{0}(*)\right)=A^{\prime}(i) F_{k-1}(i)\left[A(i)-B(i) L_{k}(i)\right]+Q(i)  \tag{4.41}\\
P_{0}\left(i, P_{0}(*)\right)=P_{0}(i)
\end{gather*}
$$

where

$$
\begin{gather*}
F_{k-1}(i)=\sum_{j \in S} p_{i j} P_{k-1}\left(j, P_{0}(*)\right) \\
L_{k}(i)=\left(R(i)+B^{\prime}(i) F_{k-1}(i) B(i)\right)^{-1} B^{\prime}(i) F_{k-1}(i) A(i) \tag{4.42}
\end{gather*}
$$

for $k=1, \ldots, N$. and $\{P(i): i \in S\}$ is unique nonnegative solution of the coupled algebraic Riccati equation (4.26) and the convergence is uniform on the set

$$
\left\{P_{0}(i):\left\|P_{0}(i)\right\|<c, i \in S\right\}
$$

for any positive constant $c>0$.
The next theorem, which describes the asymptotic behavior of the coupled difference Riccati equation in the case when coefficients have limits, is the key result in the proof of the fact that the optimal control for the time varying noise system on infinite time interval can be realized, in the time invariant feedback form in some cases.

Theorem 47 Assume that the sequence $\left(A_{N}(j), B_{N}(j), Q_{N}(j), R_{N}(j)\right)$,

$$
A_{N}(j) \in R^{n \times n}, B_{N}(j) \in R^{n \times m}, C_{N}(j) \in R^{n \times n}
$$

$$
Q_{N}(j) \in R^{n \times n}, R_{N}(j) \in R^{m \times m}, Q_{N}(j) \geq 0, R_{N}(j)>0, j \in S
$$

is such that the limits of $A_{N}(j), B_{N}(j), Q_{N}(j), R_{N}(j)$ when $N$ tends to infinity, exist for each $j \in S$ and $R(j)>0,(A(i), B(i), i \in S)$ is stochastically stabilizable, $(A(i), \sqrt{Q(i)}, i \in S)$ is stochastically detectable, where

$$
\begin{align*}
& A(j)=\lim _{N \rightarrow \infty} A_{N}(j), B(j)=\lim _{N \rightarrow \infty} B_{N}(j)  \tag{4.43}\\
& Q(j)=\lim _{N \rightarrow \infty} Q_{N}(j), R(j)=\lim _{N \rightarrow \infty} R_{N}(j), j \in S \tag{4.44}
\end{align*}
$$

then

$$
\begin{equation*}
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{k=0}^{N} P_{k}^{(N)}(i, K(*))=P(i) \tag{4.45}
\end{equation*}
$$

for any initial condition $\{K(i): K(i) \geq 0, i \in S\}$, where $P(i)$ is the unique solution of coupled algebraic Riccati equation (4.26).

Proof. For simplicity we denote

$$
L(A, B, F, R, Q)=A^{\prime} F A-A^{\prime} F B\left(R+B^{\prime} F B\right)^{-1} B^{\prime} F A+Q
$$

Using this notation we can write

$$
\begin{equation*}
P_{k}^{(N)}(i, K(*))=L\left(A_{N-k}(i), B_{N-k}(i), F_{k-1}(i), R_{N-k}(i), Q_{N-k}(i)\right) \tag{4.46}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{k-1}^{(N)}(i)=\sum_{j \in S} p_{i j} P_{k-1}^{(N)}(j, K(*)) \tag{4.47}
\end{equation*}
$$

Together with (4.46) we consider the following time invariant difference Riccati equation

$$
\begin{equation*}
P_{k}(i, K(*))=L\left(A(i), B(i), F_{k-1}(i), R(i), Q(i)\right) \tag{4.48}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{k-1}(i)=\sum_{j \in S} p_{i j} P_{k-1}(j, K(*)) \tag{4.49}
\end{equation*}
$$

and

$$
P_{0}(j, K(*))=K(j)
$$

Stochastic stabilizability of $\{A(i), B(i), i \in S, k \in N\}$ implies exponential stochastic stabilizability of $\left\{A_{k}(i), B_{k}(i), i \in S, k \in N\right\}$ (see Lemma 8 in [31]) so we conclude that there exists a constant

$$
c(\{K(i): i \in S\})>0
$$

such that

$$
\begin{equation*}
\left\|P_{k}^{(N)}(i, K(*))\right\|<c(\{K(i): i \in S\}) \tag{4.50}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|P_{l}\left(i, P_{k}^{(N)}(*, K(*))\right)\right\|<c(\{K(i): i \in S\}) \tag{4.51}
\end{equation*}
$$

for all $k, l, N, N \geq k \geq 1$. By (4.43), (4.50) and (4.51) for any $\varepsilon>0$ we can find $N_{0}(\varepsilon)$ such that

$$
\begin{equation*}
\|\Delta(N, k)\|<\varepsilon \tag{4.52}
\end{equation*}
$$

for all $N \geq N_{0}(\varepsilon)$ and $k=1, \ldots, N$, where

$$
\begin{gather*}
\Delta(N, k)=L\left(A(i), B(i), F_{k-1}^{(N)}(i), R(i), Q(i)\right)- \\
L\left(A_{N-k}(i), B_{N-k}(i), F_{k-1}^{(N)}(i), R_{N-k}(i), Q_{N-k}(i)\right) \tag{4.53}
\end{gather*}
$$

It is easy to check that for any $\varepsilon>0$ there exists $\zeta>0$ such that for any symmetric nonnegative definite matrices $U, V \in R^{n \times n}$ if

$$
\|U\|<s \times c(\{K(i): i \in S\}) \max _{i, j \in S} p_{i j}
$$

and $\|V\|<\varepsilon$, where $s$ is the number of elements of the set $S$, then

$$
\begin{equation*}
\max _{i \in S}\|W(U, V, i)\|<\zeta \varepsilon \tag{4.54}
\end{equation*}
$$

where

$$
W(U, V, i)=L(A(i), B(i), U+V, R(i), Q(i))-L(A(i), B(i), U, R(i), Q(i))
$$

Now we prove, by induction with respect to $k$, that for any $\varepsilon>0$ and $k$ there exists a constant $c(k)$ such that for any $k, l, N, N-k-l \geq N_{0}(\varepsilon)$

$$
\begin{equation*}
\|Z(N, k, l, i)\| \leq c(k) \varepsilon \tag{4.55}
\end{equation*}
$$

where

$$
Z(N, k, l, i)=P_{k+l}^{(N)}(i, K(*))-P_{k}\left(i, P_{l}^{(N)}(*, K(*))\right)
$$

From (4.52) it follows that (4.55) is true for $k=1$. We will prove it for $k+1$ assuming that(4.55) holds for $k$. By (4.52):

$$
\begin{gather*}
P_{k+1+l}^{(N)}(i, K(*))= \\
L\left(A_{N-k-l-1}(i), B_{N-k-l-1}(i), F_{k+l+1}(i), R_{N-k-l-1}(i), Q_{N-k-l-1}(i)\right)= \\
L\left(A(i), B(i), F_{k+l+1}(i), R(i), Q(i)\right)-\Delta(N, k+l) \tag{4.56}
\end{gather*}
$$

and

$$
\|\Delta(N, k+l)\|<\varepsilon,
$$

for any $k, l, N, N-k-l-1 \geq N_{0}(\varepsilon)$. The induction assumptions (4.55), (4.54) with $\varepsilon$ replaced by $c(k) \varepsilon$ and (4.56) imply

$$
P_{k+1+l}^{(N)}(i, K(*))=
$$

$$
\begin{gathered}
L\left(A(i), B(i), \sum_{j \in S} p_{i j}\left(P_{k}\left(i, P_{l}^{(N)}(i, K(*))\right)+Z(N, k, l, i)\right), R(i), Q(i)\right) \\
-\Delta(N, k+l)=
\end{gathered}
$$

$$
L\left(A(i), B(i), \sum_{j \in S} p_{i j} P_{k}\left(i, P_{l}^{(N)}(i, K(*))\right)+\sum_{j \in S} p_{i j} Z(N, k, l, i), R(i), Q(i)\right)
$$

$$
-\Delta(N, k+l)=
$$

$$
L\left(A(i), B(i), \sum_{j \in S} p_{i j} P_{k}\left(i, P_{l}^{(N)}(i, K(*))\right), R(i), Q(i)\right)+
$$

$$
W\left(\sum_{j \in S} p_{i j} P_{k}\left(i, P_{l}^{(N)}(i, K(*))\right), \sum_{j \in S} p_{i j} Z(N, k, l, i), i\right)-\Delta(N, k+l)=
$$

$$
P_{k+1}\left(i, P_{l}^{(N)}(*, K(*))\right)+Z(N, k+1, l, i)
$$

where

$$
\begin{gathered}
Z(N, k+1, l, i)= \\
W\left(\sum_{j \in S} p_{i j} P_{k}\left(i, P_{l}^{(N)}(*, K(*))\right), \sum_{j \in S} p_{i j} Z(N, k, l, i), i\right)-\Delta(N, k+l)
\end{gathered}
$$

and

$$
\left\|W\left(\sum_{j \in S} p_{i j} P_{k}\left(i, P_{l}^{(N)}(*, K(*))\right), \sum_{j \in S} p_{i j} Z(N, k, l, i), i\right)-\Delta(N, k+l)\right\| \leq
$$

$$
c(k+1) \varepsilon
$$

for $c(k+1)=\zeta c(k)+1$. Hence (4.55) holds for $k+1$.
Now we are ready to prove (4.45). Fix a set of initial conditions

$$
\{K(i): K(i) \geq 0, i \in S\}
$$

of (4.41) and a real constant $\delta>0$. Then from Theorem 46 there is $k_{0}$, such that

$$
\begin{equation*}
\left\|P_{k}\left(i, P_{0}(*)\right)-P(i)\right\|<\frac{\delta}{2} \tag{4.57}
\end{equation*}
$$

for all $k>k_{0}, i \in S$, and each initial value $\left\{P_{0}(i):\left\|P_{0}(i)\right\|<c(K(i))\right\}$. For $\varepsilon=\frac{\delta}{2 c\left(k_{0}\right)}$ take $N_{0}$ according to (4.52). Then for each $k, N$ such that $N-k>N_{0}+k_{0}$ from (4.55) and (4.57) we have

$$
\begin{gather*}
\left\|P_{k+k_{0}}^{(N)}(i, K(*))-P(i)\right\| \leq \\
\left\|P_{k+k_{0}}^{(N)}(i, K(*))-P_{k_{0}}\left(i, P_{k}^{(N)}(*, K(*))\right)\right\|+ \\
\left\|P_{k_{0}}\left(i, P_{k}^{(N)}(*, K(*))\right)-P\right\| \leq \delta . \tag{4.58}
\end{gather*}
$$

Moreover, by (4.50) we conclude

$$
\begin{aligned}
& \quad \limsup _{N \rightarrow \infty} \frac{1}{N}\left\|\sum_{k=0}^{N} P_{k}^{(N)}(i, K(*))-P(i)\right\| \leq \\
& \quad \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{k=0}^{k_{0}}\left\|P_{k}^{(N)}(i, K(*))-P(i)\right\| \\
& +\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{k=k_{0}+1}^{N-N_{0}}\left\|P_{k}^{(N)}(i, K(*))-P(i)\right\| \\
& + \\
& +\limsup _{N \rightarrow \infty} \frac{1}{N_{N}} \sum_{k=N-N_{0}+1}^{N}\left\|P_{k}^{(N)}(i, K(*))-P(i)\right\|= \\
& \\
& \quad \limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{k=k_{0}+1}^{N-N_{0}}\left\|P_{k}^{(N)}(i, K(*))-P(i)\right\|,
\end{aligned}
$$

but from (4.58) we see that

$$
\begin{gathered}
\limsup _{N \rightarrow \infty} \frac{1}{N} \sum_{k=k_{0}+1}^{N-N_{0}}\left\|P_{k}^{(N)}(i, K(*))-P(i)\right\| \leq \\
\limsup _{N \rightarrow \infty} \frac{N-N_{0}-k_{0}}{N} \delta=\delta,
\end{gathered}
$$

which yields the conclusion of the theorem.

### 4.5 Coupled algebraic Riccati equation

In this paragraph we study methods of solving coupled Riccati equation related to the time invariant systems. Having in mind the equivalence of exponential stochastic stability and stochastic stability for time invariant systems we have the following result from Theorem 45.

Theorem 48 Consider the noise free system (4.1) with cost functional (4.3) under assumption that sequences $A_{k}(i), B_{k}(i), Q_{k}(i)$, and $R_{k}(i)$ are constant for each $i \in S$ and equal to $A(i), B(i), Q(i)$, and $R(i)$, respectively. Assume that

$$
(A(r(k)), B(r(k)), r(k))
$$

is stochastically stabilizable and that

$$
(A(r(k)), \sqrt{Q(r(k))}, r(k))
$$

is stochastically detectable. Then there exists exactly one nonnegative solution of the coupled algebraic Riccati equation (4.26), control given by (4.29) is optimal and the minimal value of the cost functional is given by (4.32).

Observe that coupled algebraic Riccati equation (4.26) can be rewritten as follows

$$
\begin{equation*}
Q_{i}+A_{i}^{\prime} F_{i} A_{i}-A_{i}^{\prime} F_{i} B_{i}\left(R_{i}+B_{i}^{\prime} F_{i} B_{i}\right)^{-1} B_{i}^{\prime} F_{i} A_{i}-P_{i}=0 \tag{4.59}
\end{equation*}
$$

where $F_{i}=\sum_{j \in S} p_{i j} P_{j}$. Assume that $p_{i i}>0$. Under this assumption we can divide this equation by $p_{i i}$ and consider a new coupled Riccati equation

$$
\begin{equation*}
Q_{i}+A_{i}^{\prime} F_{i} A_{i}-A_{i}^{\prime} \widehat{F}_{i} B_{i}\left(I+B_{i}^{\prime} F_{i} B_{i}\right)^{-1} B_{i}^{\prime} F_{i} A_{i}-P_{i}=0 \tag{4.60}
\end{equation*}
$$

where $F_{i}=P_{i}+\sum_{j \neq i} p_{i j} P_{j}$. Simply the following substittuion has been made

$$
\begin{equation*}
A_{i} \rightarrow \sqrt{p_{i i}} A_{i}, B_{i} \rightarrow \sqrt{p_{i i}^{-}} B_{i} R_{i}^{-1 / 2}, p_{i j} \rightarrow \frac{p_{i j}}{p_{i i}}, \tag{4.61}
\end{equation*}
$$

The next Theorem taken from [32] presents lower bounds for the solution of (4.59). In order to present this theorem we introduce the following notation and constants: The eigenvalues $\lambda_{i}(X), i=1, \ldots, n$, of a symmetric matrix $X \in R^{n \times n}$ are assumed to be arranged such that $\lambda_{1}(X) \geq$ $\lambda_{2}(X) \geq \ldots \geq \lambda_{n}(X)$. Consider the following scalar functions $f(a, b, c)=$ $\left(-a+\sqrt{a^{2}+b c}\right) / b$ for $b \neq 0$ and denote

$$
\begin{gathered}
p_{d}=\min _{j \neq i}\left\{p_{i j}\right\} \\
\bar{a}_{1}=\min _{i \in S} \lambda_{n}\left(A_{i}^{\prime} A_{i}\right)-1, \bar{\pi}_{1}=\min _{i \in S}\left\{\sum_{j \neq i} p_{j i}\right\}, \\
\bar{r}=\max _{i \in S} \lambda_{1}\left(B_{i} B_{i}^{\prime}\right), \bar{q}_{1}=\sum_{i \in S} \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right) . \\
\bar{M}_{i}=\lambda_{1}\left(B_{i} B_{i}^{\prime}\right) p_{d} \alpha_{d}+\left(p_{d}-1\right)\left(\lambda_{n}\left(A_{i}^{\prime} A_{i}\right)+\lambda_{1}\left(B_{i} B_{i}^{\prime}\right) \sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)\right) \\
\alpha_{d}=f\left(-\bar{a}_{1}+1-\bar{a}_{1} \bar{\pi}_{1}-\overline{r q}_{1}\left(\bar{\pi}_{1}+1\right), 2 \bar{r}\left(\bar{\pi}_{1}+1\right), 2 \bar{q}_{1}\right) \\
\bar{N}_{i}=\left(\sum_{k=1}^{l} \lambda_{n-k+1}\left(Q_{i}\right)\right)\left(1+\lambda_{1}\left(B_{i} B_{i}^{\prime}\right) p_{d} \alpha_{d}\right)+\lambda_{n}\left(A_{i}^{\prime} A_{i}\right) p_{d} \alpha_{d} \\
\theta(l, i)=f\left(\bar{M}_{i}, 2 \lambda_{1}\left(B_{i} B_{i}^{\prime}\right)\left(1-p_{d}\right), 2 \bar{N}_{i}\right)
\end{gathered}
$$

Theorem 49 Let the positive definite matrices $P_{i}, i \in S$ satisfy (4.60).Then

$$
\begin{equation*}
\sum_{k=1}^{l} \lambda_{n-k+1}\left(P_{i}\right) \geq \theta(l, i) \tag{4.62}
\end{equation*}
$$

for $l=1, \ldots, n$ and $i \in S$.
When we consider $l=1$ in (4.62) and take into account that for nonnegative definite matrix $X$ we have $X \geq \lambda_{n}(X) I$, then we get the following matrix lower bound for solution of (4.62)

$$
\begin{equation*}
P_{i} \geq A_{i}^{\prime}\left(\frac{I}{\sum_{j \neq i} p_{i j} \theta(1, j)+\theta(1, i)}+B_{i} B_{i}^{\prime}\right)^{-1} A_{i}+Q_{i} \tag{4.63}
\end{equation*}
$$

$i \in S$. As an illustration of this result consider the following example.
Example 14 Consider (4.59) with the following parameters $S=\{1,2\}$,

$$
\begin{gathered}
A_{1}=\left[\begin{array}{ll}
1 & 2 \\
1 & 0
\end{array}\right], A_{2}=\left[\begin{array}{ll}
1 & -1 \\
0 & 0
\end{array}\right], B_{1}=\left[\begin{array}{l}
0 \\
1
\end{array}\right], B_{2}=\left[\begin{array}{l}
1 \\
0
\end{array}\right] \\
\left(p_{i j}\right)_{i, j \in S}=\left[\begin{array}{ll}
0.5 & 0.5 \\
0.5 & 0.5
\end{array}\right], Q_{1}=Q_{2}=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right] .
\end{gathered}
$$

Then the solution of (4.59) is

$$
P_{1}=\left[\begin{array}{ll}
5.1425265 & 5.8765969 \\
5.8765969 & 11.409165
\end{array}\right] \text { and } P_{2}=\left[\begin{array}{ll}
1.7757412 & -0.77574 \\
-0.77574 & 1.7757412
\end{array}\right]
$$

with

$$
\lambda_{1}\left(P_{1}\right)=14.935582, \lambda_{2}\left(P_{1}\right)=1.6161099, \lambda_{1}\left(P_{2}\right)=2.5514824, \lambda_{2}\left(P_{2}\right)=1
$$

and (4.63) gives (taking into account substtiution (4.61))

$$
\begin{gathered}
\lambda_{1}\left(P_{1}\right) \geq 5.9028979, \lambda_{2}\left(P_{1}\right) \geq 1.3831878 \\
\lambda_{1}\left(P_{2}\right) \geq 1.8175436, \lambda_{2}\left(P_{2}\right) \geq 1
\end{gathered}
$$

Now we present numerical algorithm to solve (4.59). This algorithm has been proposed in [99] and we will present it in a form of theorem. For a sequence of matrices $X=\left(X_{1}, \ldots, X_{s}\right)$ denote

$$
\Phi_{i}(X)=\sum_{j \in S} p_{i j} X_{j}
$$

for all $i \in S$.
Theorem 50 Consider coupled algebraic Riccati equation (4.59) under assumption that

$$
(A(r(k)), B(r(k)), r(k))
$$

is stochastically stabilizable and that

$$
\left(\sqrt{p_{r(k), r(k)}} A(r(k)), \sqrt{Q(r(k))}, r(k)\right)
$$

is stochastically detectable. Then the following decoupled Riccati equation

$$
\begin{gathered}
P_{i}^{(\eta)}=Q_{i}+A_{i}^{\prime} \Phi_{i}\left(\tilde{P}_{i}^{(\eta)}\right) A_{i}+p_{i i} A_{i}^{\prime} P_{i}^{(\eta)} A_{i} \\
-\left(p_{i i} A_{i}^{\prime} P_{i}^{(\eta)} B_{i}+A_{i}^{\prime} \Phi_{i}\left(\tilde{P}_{i}^{(\eta)}\right) B_{i}\right) \times \\
\left(R_{i}+B_{i}^{\prime} \Phi_{i}\left(\widetilde{P}_{i}^{(\eta)}\right) B_{i}+p_{i i} B_{i}^{\prime} P_{i}^{(\eta)} B_{i}\right)^{-1} \times \\
\left(p_{i i} A_{i}^{\prime} P_{i}^{(\eta)} B_{i}+A_{i}^{\prime} \Phi_{i}\left(\tilde{P}_{i}^{(\eta)}\right) B_{i}\right)^{\prime}
\end{gathered}
$$

where $P_{i}^{(0)}=0$, and $\widetilde{P}_{i}^{(\eta)}=\left(\widetilde{P}_{i 1}^{(\eta)}, \ldots, \widetilde{P}_{i s}^{(\eta)}\right)$ is defined as follows

$$
\tilde{P}_{i i}^{(\eta)}=0, \tilde{P}_{i j}^{(\eta)}=P_{j}^{(\eta)} \text { for } j=1, \ldots, i-1
$$

and

$$
\tilde{P}_{i j}^{(\eta)}=P_{j}^{(\eta-1)} \text { for } j=i+1, \ldots, s
$$

has solution $P_{i}^{(\eta)}$ for all $i \in S$. Moreover

$$
\lim _{\eta \rightarrow \infty} P_{j}^{(\eta)}=P_{j}
$$

where $\left(P_{i}, i \in S\right)$ is the unique nonnegative definite solution of coupled Riccati equation (4.59).

The recurrent algorithm desribed in the above theorem converges also when the initial condition $P_{i}^{(0)}$ is any nonegative definite matrix such that $P_{i}^{(0)} \leq P_{i}, i \in S$, where $\left(P_{i}, i \in S\right)$ is the unique nonnegative definite solution of coupled Riccati equation 4.59. To design such initial conditions one may use inequality (4.63).

### 4.6 Noise JLQ problem on infinite time interval

In this section we assume that the Markov chain $r(k)$ is ergodic with limit distribution $\pi_{l}(i)$. We start with the following counterparts of Theorem 44 and Theorem 45 for the noise system.

Theorem 51 Consider noise system (4.1) with cost functional (4.4). If the noise free system

$$
\left(A_{k}(r(k)), B_{k}(r(k)), Q_{k}(r(k)), R_{k}(r(k)), r(k)\right)
$$

is optimizable then control given by (4.20) is optimal for (4.1) with cost functional (4.4) and the minimal value of the cost functional is

$$
\sum_{i \in S} \sum_{j \in S} \pi_{l}(i) p_{i j} \operatorname{tr}\left(C^{\prime}(i) P(j) C(i)\right)
$$

The proof of this theorem, which is very similar to the proof of Theorem 44 and Theorem 45, may be found in [31].

Now we consider time varying noise system (4.1) with cost functional (4.4) under the following assumptions

$$
\begin{gathered}
\left(A_{N}(j), B_{N}(j), Q_{N}(j), R_{N}(j)\right) \\
A_{N}(j) \in R^{n \times n}, B_{N}(j) \in R^{n \times m}, C_{N}(j) \in R^{n \times n}
\end{gathered}
$$

$$
Q_{N}(j) \in R^{n \times n}, R_{N}(j) \in R^{m \times m}, Q_{N}(j) \geq 0, R_{N}(j)>0, j \in S,
$$

the limits of $A_{N}(j), B_{N}(j), Q_{N}(j), R_{N}(j)$ when $N$ tends to infinity, exist for each $j \in S$ and $R(j)>0,(A(i), B(i), i \in S)$ is stochastically stabilizable, $(A(i), \sqrt{Q(i)}, i \in S)$ is stochastically detectable, where

$$
\begin{gathered}
A(j)=\lim _{N \rightarrow \infty} A_{N}(j), B(j)=\lim _{N \rightarrow \infty} B_{N}(j), \\
Q(j)=\lim _{N \rightarrow \infty} Q_{N}(j), R(j)=\lim _{N \rightarrow \infty} R_{N}(j), j \in S,
\end{gathered}
$$

The next Theorem shows that for the system with this property the optimal control for the time varying noise system can be realized in the form of a time invariant feedback gain.

Theorem 52 Under the above formulated assumptions the optimal control law for the time-varying noise system (4.1) with cost functional (4.4) is given by

$$
\begin{equation*}
\tilde{u}_{k}=-L(i) x_{k}, i \in S, \tag{4.64}
\end{equation*}
$$

where

$$
\begin{gather*}
L(i)=\left(R(i)+B^{\prime}(i) F(i) B(i)\right)^{-1} B^{\prime}(i) F(i) A(i)  \tag{4.65}\\
F(i)=\sum_{j \in S} p_{i j} P(j) \tag{4.66}
\end{gather*}
$$

and the set of positive-semidefinite symmetric matrices $\{P(i): i \in S\}$ is the unique solution of the coupled algebraic Riccati equation (4.26).

Proof. From Theorem 51 and Theorem 52 we have for any control $u=$ $\left(u_{0}, \ldots\right)$

$$
\begin{gather*}
J\left(x_{0}, u\right) \geq \lim _{N \rightarrow \infty} \frac{1}{N}\left(\left\langle P_{N}^{(N)}\left(r_{0}, K(*)\right) x_{0}, x_{0}\right\rangle+\right. \\
\left.\sum_{j \in S} \operatorname{tr}\left(C_{N-k}^{\prime}(j) P_{k-1}^{(N)}(j, K(j)) C_{N-k}(j)\right)\right)=  \tag{4.67}\\
\sum_{i \in S} \sum_{j \in S} \pi(i) p_{i j} t r\left(C^{\prime}(i) P(j) C(i)\right) .
\end{gather*}
$$

Since, as we know from Lemma 6, the family of matrices $P_{k-1}^{(N)}(j, K(*))$ is uniformly bounded with respect to $N$ and $k=1, \ldots, N$. Inequality (4.67) shows that the cost functional (3.27) does not take a value less than

$$
\sum_{i \in S} \sum_{j \in \mathcal{S}} \pi(i) p_{i j} \operatorname{tr}\left(C^{\prime}(i) P(j) C(i)\right)
$$

The calculation similar to that in the proof of Theorem 2 in [25] shows that for the control given by (4.64)-(4.66) the cost functional takes the value

$$
\sum_{i \in S} \sum_{j \in S} \pi(i) p_{i j} \operatorname{tr}\left(C^{\prime}(i) P(j) C(i)\right) .
$$

As an illustration of the above theorem consider again Example 13 but now for the noise case.

Example 15 Consider the noise system (4.1) $n=1, s=2$,

$$
\begin{gathered}
A_{k}(1)=a_{k}, A_{k}(2)=0 \\
a_{k}=\sqrt{\frac{(6 k+13)(2 k+3)}{(k+1)(4 k+9)}} \\
B_{k}(1)=B_{k}(2)=1, C_{k}(1)=C_{k}(2)=1+\frac{1}{k+1} \\
Q_{k}(1)=Q_{k}(2)=R_{k}(1)=R_{k}(2)=1
\end{gathered}
$$

Suppose that the Markov chain has the transition matrix of the form

$$
P=\left[\begin{array}{cc}
\frac{1}{2} & \frac{1}{2} \\
1 & 0
\end{array}\right]
$$

We see that the assumption of Theorem 52 are satisfied with

$$
\begin{gathered}
A(1)=\sqrt{3}, A(2)=0 \\
B(1)=B(2)=1, C(1)=C(2)=1 \\
Q(1)=Q(2)=R(1)=R(2)=1
\end{gathered}
$$

According to Theorem 52 the optimal time invariant feedback takes the following form

$$
L(1)=\frac{2 \sqrt{3}}{3}
$$

$$
L(2)=1
$$

### 4.7 Comparison and discussion

The main result of Section 3, Theorem 43, is the first result in the literature about time-varying JLQ problem on infinite time interval. Also Theorem 45, which gives conditions for stability of the optimal closed loop system and for uniquness of global and bounded solution of coupled difference Riccati equation, has never been published. Both these theorems are extensions of results in [54], where only parameters $A_{k}$ in (4.1) are random and the random changes are independent and identically distributed. In this case the Riccati equation related to this problem is simpler for analysis because it consists of one equation only, whereas in our case it is a set of equations.

The time invariant JLQ on infinite time interval has been solved in many papers [58], [59], [24] however under much stronger assumptions than those from Theorem 4.4. Moreover assumptions of this Theorem are also necessary for the existence of optimal control and therefore cannot be weakened

In Section 4 we present several properties of coupled Riccati equation. The conditions for existence and uniqueness of nonnegative definite global and bounded solution given by Theorem 4.3 have not been published, whereas its time invariant counterpart, Theorem 48, has been already proved in [24]. Theorem 47 deserves special attention. It enables to show that for timevarying noise JLQ problem on infinite time interval the optimal control can be realized in the time invariant feedback form under assumptions that the coefficients of the system and the cost functional converge ( see Theorem 4.8). Such a result for standard LQG problem has been shown in [26]. Results of this kind may by used in solving of adaptive control problems.

## Appendix

We use the following definition of stationary Markov chain.
Definition 11 Let $(\Omega, \mathcal{F}, P)$ be a probability space and let $S$ be a finite set. A sequence $\left(X_{n}\right)_{n \in N_{0}}$, where $X_{n}: \Omega \rightarrow S$ is called a Markov chain with initial distribution $\pi=(p(i))_{i \in S}$ if and only if $\pi$ is the distribution of $X_{0}$ and for each natural $n$ and any $i_{0}, i_{1}, \ldots, i_{n} \in S$

$$
P\left(X_{n}=i_{n} \mid X_{0}=i_{0}, \ldots, X_{n-1}=i_{n-1}\right)=P\left(X_{n}=i_{n} \mid X_{n-1}=i_{n-1}\right),
$$

whenever the left member is definite. If for fixed $i, j \in S$ the probability $P\left(X_{n}=i \mid X_{n-1}=j\right)$ is the same for all $n$ then the Markov chain is called stationary.

Since we consider only stationary Markov chains we omit the term stationary and we use the term Markov chain instead of stationary Markov chain.

The matrix $P=[p(i, j)]_{i, j \in S}$, where

$$
p(i, j)=P\left(X_{n}=j \mid X_{n-1}=i\right)=P\left(X_{1}=j \mid X_{0}=i\right)
$$

is called transition matrix of the Markov chain and the distribution $\pi$ of $X_{0}$ is called initial distribution of the Markov chain. Let denote

$$
p(n, i, j)=P\left(X_{n}=j \mid X_{0}=i\right)=P\left(X_{n+k}=j \mid X_{k}=i\right)
$$

It can be shown that

$$
[p(n, i, j)]_{i, j \in S}=P^{n}
$$

Denote by $f(n, i, j)$ the probability that the Markov chain will be in $j$ for the first time at $n$-th step, given that it starts from $i$ it is

$$
f(n, i, j)=P\left(X_{k} \neq j, 0<k<n, X_{n}=j \mid X_{0}=i\right) .
$$

Now we present a list of definitions and theorems about stationary Markov chains. All of them are standard results and can be found in any textbook devoted to stationary Markov chains, for example [57], [50].

Definition 12 (Classification of states) A state $j \in S$ is said to be accessible from state $i \in S$ if there exists $n$ such that $p(n, i, j)>0$. States $i, j \in S$ are said to communicate if each is accessible from the other. A subset of the set of all states $S$ is called a communicating class of states if all the states are accessible from the other. A communicating class is called closed if no states outside the class is accessible from a state inside the class. A state $i$ is called recurrent or persistent if $\sum_{n=1}^{\infty} f(n, i, i)=1$, otherwise it is called transient.

Definition 13 A state $j$ is called to have period d if d is the greatest common divisor of all those $n$ 's for which $p(n, j, j)>0$. A Markov chain is called aperiodic if each state has the period equal to 1.
Theorem 53 If $C$ is a closed class of states and $i \in C$ is a persistent state then each state $j \in C$ is persistent.
Theorem 54 Set $S$ of all states of the Markov chain can be divided in an unique way into disjoint sets $T, C_{1}, \ldots, C_{r}$, where all the states in $T$ are transient and each $C_{i}$ is a communicating class of states. Moreover, all the states from $C_{i}$ are recurrent and $C_{i}$ are closed.

Theorem 55 For each state $i \in S$ there exists a recurrent state $j \in S$ and a number $n$ such that $p(n, i, j)>0$. Moreover, the expectation of the time of reaching $j$ is finite.

Definition 14 A Markov chain is called irreducible if there does not exist a nonempty closed set other than $S$ itself.
Theorem 56 A Markov chain is irreducible if and only if for all pairs $i, j$ of the state $i$ is accessible from $j$.
Theorem 57 Let $\eta$ denote the time of the leaving of the set $T$ of transient states, defined as follows to state

$$
\eta=\min \{k \geq 1: r(k) \notin T\}
$$

Then

$$
E(\eta \mid r(0)=i)<\infty
$$

for all $i \in C$ in particular

$$
P(\eta<\infty \mid r(0)=i)=1
$$

for all $i \in C$.

Remark 9 Let $\tau_{j}$ denote the time of the first visit to state $j \in C_{p}$, defined as follows $\tau_{j}=\min \{k \geq 1: r(k)=j\}$. If the state $j$ is persistent then of course

$$
P\left(\tau_{j}<\infty \mid r(0)=j\right)=1
$$

It can be shown that

$$
P\left(\tau_{j}<\infty \mid r(0)=i\right)=1
$$

for all $i \in C_{p}$ and $E\left(\tau_{j} \mid r(0)=i\right)<\infty$.
Definition 15 A Markov chain is called ergodic if there exists only one close class of communicating states and it is aperiodic.
Theorem 58 If the Markov chain is ergodic than $\lim _{n \rightarrow \infty} p(n, i, j)=\pi_{j}$ exists for all $j$ independly of $\dot{i}$ and then the distribution $\pi=\left(\pi_{i}\right)_{i \in S}$ is called limit distribution. The matrix

$$
\bar{P}=\left[\begin{array}{lll}
\pi_{1} & \ldots & \pi_{s} \\
\vdots & \ddots & \vdots \\
\pi_{1} & \ldots & \pi_{s}
\end{array}\right]
$$

satisfies equations

$$
\bar{P} P=P \bar{P}=\bar{P}=\bar{P}^{2}
$$

Theorem 59 Suppose that the Markov chain is ergodic with limit distribution $\left(\pi_{i}\right)_{i \in S}$ and let

$$
f: S \rightarrow R^{n}
$$

be any function, then

$$
\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{s=0}^{N} f(r(s))=\sum_{i \in S} \pi_{i} f(i), a . s .
$$

Theorem 60 Suppose that the Markov chain is ergodic with limit distribution $\left(\pi_{i}\right)_{i \in S}$ and let $f: S \rightarrow R^{n}$ be any function, then there exists positive constant a such that

$$
\limsup _{N \rightarrow \infty} \frac{\sum_{s=0}^{N} f(r(s))-N \sum_{i \in S} \pi_{i} f(i)}{\sqrt{a N \lg \lg N}}=1, a . s
$$

Theorem 61 Let $r(n), n=0,1, \ldots$ be a Markov chain. Fix a number $k$ and consider a sequence of random variables $\bar{r}(n), n=0,1, \ldots, \bar{r}(n)=$ $(r(n), \ldots, r(k+n))$. Then $\bar{r}(n), n=0,1, \ldots$ is a Markov chain with state space

$$
S_{\pi}^{(k)}=\left\{\left(i_{0}, \ldots i_{k-1}\right) \in S^{k}: p\left(i_{0}, i_{1}\right) \ldots p\left(i_{k-2}, i_{k-1}\right)>0\right\}
$$

and if the state space $S$ of $r(n)$ consists of one close communicating class then so does the space of $\bar{r}(n)$.

In fact Theorem 61 in [57] is proved for $k=2$ but the extension for $k \geq 2$ is straightforward.

From Theorem 61 and Remark 9 one can easily get the following theorem.

Theorem 62 Suppose that the space of the Markov chain $r(n)$ consists of one close communicating class then for each $i_{0}, \ldots i_{k-1} \in S$ such that

$$
p\left(i_{0}, i_{1}\right) \ldots p\left(i_{k-2}, i_{k-1}\right)>0
$$

we have

$$
E\left(\eta_{i_{0}, \ldots i_{k-1}} \mid r(0)=i\right)<\infty
$$

where

$$
\eta_{i_{0}, \ldots i_{k-1}}=\min \left\{l \geq k: r(l-1)=i_{k-1}, \ldots, r(l-k)=i_{0}\right\}
$$
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## On control problems for jump linear systems

## Summary

In this book we consider the problems of controllability, stability and optimal control with quadratic index for discrete-time linear systems with randomly jumping parameters. In the analyzed model the parameters are functions of a Markov chain with finite state space.

First we study various concepts of controllability and deliberately illustrate the relationships between them. For all proposed types of controllability we present necessary and sufficient conditions as well as several methods of synthesis of control law that ensures reaching of required goal. A first impression, when we consider the problem of controllability for jump linear systems, may be to reduce it to a problem of controllability of linear systems with time-varying parameters. However, one important problem arise in this approach. When we consider deterministic timevarying systems and we want to find a control that drives certain initial conditions to a final state in given time then starting from the first moment we know values of all the parameters up to the final moment. Whereas for jump linear systems in each moment we know only the past values of coefficients and the future values could be predicated with given probability. This causes that for jump linear systems quite different approach must be used. The presented results significantly extend and complete the existing knowledge in the fild of controllability of jump linear systems.

Stability of jump linear systems is the next subject discussed in this book is. We focus on two types of stability: moment stability and almost sure stability. For one dimensional systems we present full description of both types of stability together with relationships between them. Such complete solution is nevertheless avaliable only for this class of systems. Next we present results on mean square stability. This special case of moment stability deserves special attention from the following two reasons. First, it is the only case of moment stability for which the necessary and sufficient conditions are known. Secondly, mean square stability is closely related to linear quadratic problem which is one of the most important optimization problems. It is also interesting that conditions for mean square stability can be expressed in terms of solutions of properly definite set of matrix linear equations. This set of equation called coupled Lyapunov equation is also investigated. Regarding almost sure stability, which is the most desirable from practical point of view, only partial results are available. We present several sufficient conditions, however only for special commuting structure of the matrix coefficients we can present necessary and sufficient conditions. Similar situation occurs for moment stability, i.e. in general, only sufficient conditions are known and some more specific results can be formulated under additional assumptions about commuting structure. We also discuss the Lyapunov exponent approach to stability problem. However, these results are purely theoretical unless methods for determining the sign of the Lyapunov exponent are developed.

The last problem discussed in this book is the problem of minimizing quadratic cost functional. It is called JLQ problem. The important difference between the results from the literature and those presented here is that we consider the situation when the coefficient of the systems depend also on time. We start with the JLQ
problem on finite time interval. In this case the optimal control is given in the form of linear feedback with the feedback matrices depending on time and the state of Markow chain (the mode). The optimal feedback is given by a solution of a set of quadratic recurrent matrix equations. This set of equations is called recurrent coupled Riccati equation. Next we consider the situation of an infinite time interval. In the case the solution does not always exists. The existence of solution depends on the existence of a global and bounded solution of recurrent coupled Riccati equation. Therefore, next we investigate properties of this equation. If we consider the case when the coefficients of the system and cost functional does not explicitly depend on time the recurrent coupled Riccati equation changes into a set of algebraic quadratic matrix equations called coupled algebraic Riccati equation. Properties of this equation together with numerical algorithm of solving are also presented. We end our considerations with JLQ problem for jump linear system with additive disturbance. This problem is called noise JLQ problem. It is interesting that noise JLQ problem may have more than one solution. Basing on this property we show that for certain class of time varying systems the optimal control can be realized in the time invariant feedback form.

O problemach sterowania układami liniowymi ze skokowo zmieniającymi się parametrami

## Streszczenie

W pracy omawia się zagadnienia sterowalności, stabilności i sterowania optymalnego z kwadratowym funkcjonałem kosztów dla dyskretnych układów liniowych ze skokowo zmieniajacymi się parametrami.

W rozdziale 1 zebrano istniejące koncepçe sterowalności takich układów i zaproponowano pewne nowe definicje sterowalności. Rozważa się zarówno sterowalnosć w ustalonym czasie, jak i sterowalność w czasie losowym. Następnie przedyskutowano zależności między różnymi typami sterowalności i dla każdego z nich podano metody syntezy prawa sterowania zapewniającego osiagnięcie wymaganego celu. Wyniki tego rozdziału w pełni rozwiazuja problem sterowalności dyskretnych układów liniowych ze skokowo zmieniającymi się parametrami.

Rozdział 2 poświęcony jest stabilności. Rozdział ten rozpoczyna się od wprowadzenia różnych typów sterowalności i dyskusji prostszych relacji między nimi. Następnie dla układów jednowymiarowych podane są warunki konieczne i wystarczające dla każdego typu stabilności i dokłady opis relacji między nimi. Jest to jedyna klasa układów, dla której taki kompletny opis udało się uzyskać. Stabilność średniokwadratowa została szczególnie wnikliwie opisana $z$ dwóch powodów. Po pierwsze jest ona ściśle związana z jednym z najważniejszych zagadnień sterowania optymalnego, a mianowicie z problemem liniowo kwadratowym. Po drugie jest to jedyny typ stabilności, dla którego znane są efektywne warunki konieczne i wystarczajace. $Z$ punktu widzenia praktyki najbardziej pożadana jest stabilność z prawdopodobieństwem jeden. Niestety otrzymane wyniki nie rozwiązują w pełni tego problemu.

Rozdział 3 poświęcony jest problemowi sterowania optymalnego $z$ kwadratowym wskaźnikiem jakości. W pierwszej części tego rozdziału przedstawiono znane w literaturze wyniki dotyczące przypadku sterowania na skończonym przedziale czasowym. Następnie przedstawiono nowe wyniki dotyczące nieskończonego horyzontu czasowego. Istotną nowością w porównaniu ze znanymi pracami jest rozpatrywanie sytuacji, w której zarówno współczynniki modelu, jak i wskaźnika jakości zależą od czasu. Rezulataty te zostały osiagnięte poprzez analizę układu stowarzyszonych równań różnicowych Riccatiego.
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- Punkt Sprzedaży - Wydział Organizacji i Zarządzania Pol. Śl., ul. Roosevelta 26

OPOLE

- Techniczna J. Szutenberg - ul. Sosnkowskiego 31

WROCEAW

- Studencka - Pl. Politechniki 1


## KRAKÓW

- Hurtownia „Pagina" - ul. Moniuszki 25
- Naukowa - ul. Podwale 6
- Techniczna - ul. Podwale 4

GDAŃSK

- EKO-BIS - ul. Dyrekcyjna 6

WARSZAWA

- Ekonomiczna K. Leki - ul. Grójecka 67
- Techniczna - ul. Świętokrzyska 14
- MDM - ul. Piękna 31

BIAEYSTOK

- Dom Książki (Księgarnia 84) - ul. Dolistowska 3
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